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ABSTRACT

William Walton McDonald, Master of Science in Engineering, Arizona

State University, May, 1966. Analysis of Stochastic Networks. Major
Pro}bssor: A. Alan B, Pritsker.

The purpose of this research was to: {1) develop a gemeral purpose
GERT Simulation Program, (2) investigete resultant Aistributions of GERT
netuorés containing all AND nodes to determine validity of the PERT nor-
mality assumptions, and (3) investigate analysis of AND nodes through
analytical and simalaiion wetneds for distribution of the equivalent time
parameter,

The Simulation Model is 2 fast, flexible, user-orientud computer
program requiring only one input card for each activity in the network.
Five probability density functions are available for uss in éescribing
the distribution of activity durations. Program output inclides a criti-
cal. .y irdex on each aclivity and node analysis on specified rodes, in-
cluding mean, variance, prob:bility of realization and histograms of node
realization times. Various GERT networks were simulated to provide
examples of the use of the Simulation Model and verify results through
statistical tests.

Aﬁalysis of resultant distributions of PERT networks verified
the PERT normality assumptions utilizing approximation formulas for mean
and variance of activity duratioms,

The merge bias correetion~procedure uvilized to produce beiler
appro::imalions of retwork realization times was found not applicable

to general solution of GERT nestworks containing AND nodes.
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CHAPTER I
JIRTRODUCTION

Stochastic processes are defined as time variant and probabilis-
tic processes. Analysis of networks with stochastic properiies has been
greatly facilitated through the application of GERT (Graphical Evaluation
and Review Techniq_ue).1 This procedure has provided an efficient means
of analysisﬂand commurication of systems problems. A éomp&ete discus-
sion of the historical development and theory of netiworks may be fourd

in the GERT documant.
I. STATEMENT (F THE GOAL AED PROBIEM

The goal is to develop a generalized technique for analysis of
complex systems portrayed by stochastic metworks. The research will
concern two related problem areas.

The problem is to develop a gereral purpose GIRT Simulator te allow
analysis of GERT networks throngh the technique of Simulation., Analysis
of resultant distribution of network realization will be facilitated by
this simulation program to assist analytical solution. Specific object-
ives will be to:

1. Accept as input the GERT logic mode assignments for a network
while allowing a choi;a of probability density fuactions and paramsters

for activities comprising the network.

IA. Alan B, Pritsker, GEIT: Craphical Evaluation and Review
Technique, The RAND Corgoration, RM-4973-YiSA (Santa Monica, April, 1966)
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2. Provide as output, a criticality statement on activities lead-

ing to realization of the netwerk and am2lysis of several designated nodes
through histogranms of node realization times and statements on frequancy
of node realization, -

3. Investigate the resultant distiritulion of GERT networks with
reference to theory developed in the literature, specifically, tke nor-
mality assumptions pertaining to PERT networks.

Another problem is to investigate analysis of AND logic nodes
through the use of analytical and sirmlation techniques for probabilily

of node realization and the distribution of the equivaleni ‘ime paraceler.
II, VALUE OF AN ANSWER

The answer is of value in that, for moderate to large GERT net-
works, the computational aspascis of analytically determining the disiri-
bution of network realization are immense. Simulation cf GERT networks
provide a fast, efficient means for obtaining the pararetiers and the shape
of the resultant distribution. The criticality of an event coniribuling
to network realization provides greaier insight to the inmer-workings cf
the network. The complete GERT network is simulated providing probabil-
istic statements about the terminating node(s).

The basic PERT assumption of'normality of project completion for
large networks is a subjecl of coniroversy, limiting wide accepiance of
this technique. Simulation of various networks under fixed and protabil-
istic conditions should provide an answer _ubstantuating the basic assurp-
tion or rejecting it, ard pointing out the need for further research.

Analysis of AlD nodes is an area raquiring research. The valus




associated with attaimment of this need will be to expand tre sccpz of
-applicition of GERT analysis of complex systems and place the research

endeavor one siep closer to the goal stated above.
III. BACKGROUND AXD LITE2ATURS REVIEW

In the past, network analysis of operational systems hzs been
concerned with project scheduling type neiworks (PERT, CPM, etc.) and
signal flow graphs.

The PERT type analysis treats the time of each activity or event
as a constant or random variable, where all activities contribute {o
project completion or realization. Tbe techrique is based on assumptions
restricting analysis to approximations of the system (project) parameters
and confining construction of netwsrks to a specific form. An atierpt is
made to deal with random time variations by rsplacing these variables wil:
their expected times and reverting to a deterministic problem. Based on
these expected times, the duraticn of the longest path through the networx
15 utilized in making estimates of project completion time, The distribu-
tion of completion time ic assumed normal by invoking the central limii
tbeorem.z .

tating that the above estimate of project completion time is
always optimistiic, Fulkerson3 pr?posed an imprcved method for calculating

an approximation to the expected length of a critical path in a PERT net-

2Special Projects Uffice, Bureau of Naval Weapons, Department of
'the Navy, PERT Summarv Report, Phase 1, (Washington, D. C., July, 1958)

3D. R, Fulkerson, Exvacted Critical Path lencths in PERT Ns
The PAND Corporation, PM-3075-P2, (Santa tonica, rarch, 1962) p. 1.




werk by considering the activity duration times as random variables.

A study by MacCrimmon and Ryavech.provided an evaluation of the
errors inherent on ths basic assumptions through analysis of the minimum
and maxiwmum duration time of parallél network paths. Their conclusion
was that several independently parallel paths of approximately equal
duration was found to give ths largest error in PERT calculated mean and
variawce. Also, cross connzcted paths with shared activities raduced the
errors considerably. The presence of one path of length significzantly
longer than any of the other paths reduced the errors further.

An even more revealing conclusion was drawn by Charnes, Coopar and
Thompsons in their critical patn analysis of PERT networks, utilizing chanc
constrained programming methods, Whensver there were parallel paths that
alternated in criticality and involved sufficiently different times, they
found that multimodality of network distribution times often existed.

Simulation of the basic PZRT network was first performed by Van

Slyke,6 through application of the Monte Carlo technique to obtain more

. valid statistics of system behavior. Activity duraticns were trealed as

random variables by assigning probability density functions to the indi-
vidual activities. A criticality index of the relative frequency an

activity appearsd on the eritical path of a network was presentzd.

uK R, Mac Crimmon and C. A. Ryavec, An Analvtical Studv of the

PERT Assumptions, The RAND Corporation {Santa Monica, December, 1962).

SA Charres, W, W, Cooper, and G. L. Thompson, "Critical Path
Analysis Via Chance Constrained and Stochastic Programming," Op. Res.,
Vol. 12, No. 3, 1964, pp. 460-470,

6R M. Van Slyks, "Monte Carlo Wathods and the PYRT Problen," Op.
Res., Vol. 11, Yo. 5, 1963, pp. 839-860.
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Flowgraph theory has been applied to the analysis of protabilistic

systems, utilizing basic properties of flowgraphs., Realization of the

flowgraph networic results from consideration of all the transmittances or
branches of the graph.7

The gensral concepts and fundamentals presented in GZRT p;ovide a
convenisnt basis for analysis of complex systems portyayed by stochastic
networks. The research endeavor responsible for the conceptualizatiion of
GERT js a continuing prozess, as the need for a generalized technique to
analyze stochastic netwo;ks has not been fully realized.

Conceptual and computatiomal problems exist in GERT analysis of
stochastic networks. Specifically, no general method of analysis exists
for the AND logic node. The need for further research is pcinted out by
Pritsker,8 while presenting concepts, and approaches and examples. The

use of the AND node in GERT is the same as in PERT, where all activities,

“or branches entering the node must be realized prior to the realiza‘ion of

a branch emanating from that node,
IV, ORGANIZATION OF THE REPORT

The following chapters of this report are organized in the follow-

ing manner. Chapter II presents a review of the fundamertals of PERT and

"GERT to establish a base for succeeding chapters, Chapter III describes

the GERT Simulation Model with discussion, flowdiagrams and computer list-

ings. Applications of the Simulation Model follow in Chapter IV, covering

7Pritsker, op. cit., p. %6.

8v1d., Appendix B.

W arpemar—




.problems presentel in the GERT Manual. Also included, are several
varia‘ions of a PERT network utilized to test theory developed in the
literature. Chapter V presenis analysis of AND nodes through analytical
iﬁd simulaticn treatments. The summary, conclusions and recommendations,

are contaired in Chapter VI.




CHAPTER II
"REVIEW OF THEORY

The purpose of this chapter is to present the general coacepts and
theory of PERT and GERT necessary to establish a foundation for the mater-
ial in the following chapters.

I. PROGRAM EVALUATION AND REVIEW TECHNIQUS

The Program Evaluation Review Tschaique (PERT) irs a method of plan-
ning, scheduling, and controlling a project by first defining all signi-
ficant segments ond activities of the project and then constructing an
inlerconnecting network of nodes and arrows depicting the various time
and precedence relationships necessary for completioﬁ of the project.

The time duration of each activity is estimated by three parameters
a, m, and b, where a is the earliest (optimistic), b is the latest (pessi-
mistic), ard m is the most likely completion time.

The Beta distribution of the form,

£(t) K ( t-a )"(b-t )x a<t<b

=0 otherwise
(where K, X, and & , are functions of a, m, and b) is assumed to repre-
sent the distribution of activity duration. A simple linear approximaiion
for activity duration was derived without emperical evidence and is in use

today.1

1

Special Projects Office, Bureau of Naval Weapons, Deparimesni of
the Navy, PERT Suwmarv Peport, Phase 1, (Washington, D. C., July, 1958),
Appendix B,




th = expected time of an event
= ( a+um+bﬂ) / 6
MR(t) = (b-s)?/ %

Although these two expressious were obtained from the Beta distri-
bution, the usual procedure is to assume normally distributed activity
duration times with the parameters given above,

The time at which a node is realized (achieved) is the maximum of
the durations of the inwardly-directed paths to that node, since all of
the activities on the paths directed into the node must have been completed
Outwardly-dirscted activities from a node cammot start (be released) until
ihe node is realized, The project duration is taen the maximum of the
elapsed times along all paths from the origin to the terminal node. The
path(s) determining total project duration is designated the critical path,

‘Solution of PERT networks is accomplished by deriving the critical
paéhs of the netunrk based on the expected times of activity durations.

The stochastic element is completely ignored through sclution of a deter-
ministic network., The distribution of project or network completion times
is assumed normal using the central limit theorem, Probability statements.

concerning project completion are made from the normal distribution with

.mean and variance derived from activities on the critical path,

II. GRAPHICAL EVALUATION AND REVIEW TECHNIQUE

The Graphical Evaluation and Review Technique (GERT)2 is a tech-

nique for the analysis of generalized networks embodying probabilistie and

2 . .
A, Alan B, Pritsker, GERT: Graghical Svaluation and Revisw

Techniqus, the RAND Corporation, RM-UG73-NASA, (Santa Monica, April, 1966)
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tigg varying characteristics., The general tera associated with an
activity in the network is a random variable and a probability of occur-
rence 1s associated with the realization (acceptance) of the activ?ty.
PERT networks arz in 2 sense GERT nstworks where the probability of real-
ization of an activity is ore. Therefore, all activities in the network
must be transversed for network completion to occur.

GERT networks are constructed in ths familiar wmanner as an inter-
comecting natwork of nodes and arrows depicting the various time and
precedence relationships., Howsver, the form of the nodes indicating
logical relatiomships, and the parameter notation for the activity duration
times allow GERT, through use of applicable network 2lgebra, to achieve a
significant development in generalizing network analysis.

The dual parameter of tim2 and probability is incorporated into one
variable allowing use of applicable network algebr:, In describing the
time parameter, GERT utilizes the moment generating function of the den-
sity function (M.G.F.) of the time to realize an activity. The product
of the probability of realizing a given activity and the moment genarating

function is named the w-function, and is defined as follows:

w,(s = M. .(s

{(5) = p (o)

pj = the probability of realizing activity j

’Mtj(s) = the moment generating function of the time to rsalize

the branch activity j
Flowgraph theory provides a convenient basis for analysis of
stochastic networks usine the w-function from GERT ard the logical char-
acteristics of flowgraphs., Tae logical charactsristics utilized are

shown in Figure 1 for the seriss, parallel, and feadback cases thrcugh
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application of the law of nodes of flowgrapk thecry.

Substitution of the w-function for the lower case a, b, ard c, 15
Pigure 1 provides GERT a single parameter embodying time and probability
ciar;cteristics while permitting utilization of the logic of flowgraph
thecry.

The equivalent w-function for a simple network as discussed provides
information such as _iivalent probabilities and time, through the follow-
ing relationships. The equivalent probability is:

Py = wj(O) , by setting the variable s = O,

The M G F of the equivalent time is given by:

Hj(S) = wj(s) / “3(0) .

The relationships of network type, equivalent w-function and M G F
for the three basic networks is as shown in Figure 2 .3 .

Although most networks can be shown to be combinations of series
and parallel equivalent networks, a more orderly approach to network
reduction and evaluation is through use of the topology equation of flow-
graph theory. The topology equation for closed loops is as follows:

B) = 1+ (DLW = 0, m =123 ...
where Ii(m) is the loop product of m non-touching loops. The summation
1s found of all possible combinations of these loops. Non-touching loops
are defined as a series of branches or activities which form loops and

the nodes of these branches are non-touching with those of some other

loops. Figure 3 illustrates a sample network employing lst, 2nd, and

3Pritsker, op. cit, p. 28,
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a b -
% i "t
a,. Series B=2aA € = bB = abA
2
o
b. Parallel ) B = a‘A + aZA
2 b,
»)
'y "B c
c. Feedback B=aA+bB-= a /(1 - b1)
C=2b% B =b al/(l - b )
FIGURE 1
LOGICAL CHAMACTZITSTICS OrF FLOYGRAPE TEEORY
Netwvork Graphiczl Paths Tquivalent Tquivalent
Type Representation Function Te M. G. F. He(s)
%—v"_.a—" j.':p—&' e o S(ta + tb)
Series | K2, '{> RN LA e

w
a -
Parallel @O@ wa; wb "Ia+""'b 1/(p +,.,b ) (n eS at wa u"\,
L) .
O : -1
FeedbE\Ck\ .W}@ w ""a/( 1 -"",b) ( 1 ""g-b )esq( 1 -Pbe$b )

a

w—

FIGURE 2

NETVWORK RiDUCTICH ®MELOYING T=E TOPCLOGICAL EQUATICN




- 3rd order loops, vhere the order of the loop, m, is as above.

SAMPLE NETWORK CONTAINING FEEDBACK LOOPS

. There are four loops in Figure 3 of order 1: Ll(l) = WyW,3

12(1) = Wy, s L3(1) = Wi Lh(i) = w,¥g; and L5(1) = g4 An example

of a second order loop is L1(2) = Ll(l) 13(1) = W)WoWlgs and a third
order loop would comsist of L1(3) = Ll(l) L3(1) LS(IS = wiwzwswswgwlo.

Ths equivalent w-function for a network or section of the network
may be obtained by closing the network such as is shown in Figure 3 ,
with the dotted activity from node 1 to node E and assiéning the equiva-
lent”w;function for the network to this activity, 1 / wt(s). A character-
istic of the topological equation is utilized, where for any closed networkx,
E(s) = 0, for all s,

Alternatively, wt(s) could have been obtained directly through
application of Mason's rule or the loop rule for open paths.'

w,(s) = 2 (path 1) (1+ 23(-1)™ (loops of order m not touching path i) )

(1+ = ()" (loops of order m) )
m L]
GERT utilizes nods shapss to indicate logical relationships of

activities terminating and emanating at a node. Three types of input node
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INPCT

OUTFUT
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and two types of output nodes a.e considered. Figure 4 presents : sw=ary

of the GERT node logic for input and output types cf nodes. Also included,
sre the six po:-;sible cozbinations of input-output logic nodes utilized In
constructiry GE2T nelworks.

The discussion in this chapier was in.ended to preseni ibe basic
concepts periaining to PERT and GERT. GERT is a general nstwork evaluation
technique encompassing ‘he principles of PERT and Flowgraphs. While assu=ip-
tions are inherent in the solntio;x of PZRT netwerks, GERT provides a ilex-
ible analysis framework applicable ic a wide range of protlens. Additionmal

treatment of the theory and applications may be foun: in the GERT document.

Hame Symbol Chkaracicristic
EXCLUSIVE-OR 'd The realization of any branch lezding into

the node causes thz node to De realized;
howaver, ons ard only one of the brancles
leading into this node can be realized at
a given time,

INCLUSIVE-OR < The realization of any brznca ieading into
the node causes the node to be realized.

AND a The node will be realized only if all the
branches leading into the node are rzalized.

DETERMINISTIC D Al]l branches emanating from the node are
taken if the node is realized, i.e., all
branches emansting from this node have a p-
parameter equal to 1,

PROBABILISTIC g Exactly one branch emanating from the node
is taken if the node is realized,

The six possible types of nodes are ‘O lo < < 0 O

FIGURE &

GERT NODz LOGIC
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CHAPTER III
THE SIMULATION MODEL

The general «:ncepts of GERT provide a convenient basis for analy-
sis of stochastic networks. For modest o large size networks of complex
systeas, the computational aspects involved in analyticaliy determining
the distribution of metwork realization times are jmmense. The simulation
model, or program, was designed to facilitate analysis of stochastic net-
works as defined in GERT, and allow as much freedom as possilie in depict-
Aing vetworks for amalysis.

The purpose of this chapter is to present the construction and
operation of the simulation model, deferring applications to a later chap-
ter. -

The simulation model can be separated into three distinct parts:
(1) Initialization, where the variables are initialized and imput data is
processed, (2) network simulation, and (3) program output. Five Fortran
subprograms, in additican to the main programs are utilized to process
input data, assist in the network simulation and output resultant statis-
tics of the simulation trials,

Output from the program includes: (1) A criticality index on each
sctivity as the relative frequency an activity appears on the critical
path, (2) the mean and variance of metwork completion, and (35 analysis
ol specified nodes, consisting of mean, variance, histogram of nodz real-
ization times and probability of realizing the node. A Chi Square Goodness
of Fit Tes£ r.ay be applied to the distribution of node realization times

and printed as output,
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This chapter is divided into four sections "o facilitate discussion
oi the model. The sections are: (1) rules for establisairng the network
model, (2) subpregrans, (3) method of simulation, and (4) input-outiput.
Kethod of presentation is discission followed by flowdiagram ard computer

listing where applicable,
I. RUIES FOR ESTABLISEING THE NETWORK MODEL

The following rules are nzcessary to establish restraints on the
network model so the computer program will function as intended.

1. There must be on2 :c:igirating node for the network, mwmber
1, although one or more termirating nodes are allowed.

2, Node mumbering must be increasing from beginning to end of the
network., The I and J node designations, or attributes, of an activity
ﬂiil be numbered such that J > I in the general case.

3. HNode numbers may consist of any three digit number, with the
exception of 099, which is reserved for)input data control.

bk, Feedback of looping of an activity to a prior point in the
network is indicated whenever the I and J node designations of an activity
are such that J< I,

5. Omne exclusive - or node must be placed in the feedback loop
when a one-activity feedback, or self-loop, condition exists, to precluds

.

the possibility of ¢ = I as indica‘ed below.




16
6. The maximum mumber of activities and nodes is confined to 400

each.
II. SUBPROGRAMS

Five Fortran subprograms account for the greater part of data man-
ipulation and notably simplify the main program logic. They are Subroutine
BETAD, Subroutine SET(JS), Function DIST, Subroutine HIST, and Subroutine
CHI. This saction will present the purpose, theory and discussion of each
of these subprograms., Flowdiagrams and computer listing will follow each
subprogram.

Subroutine BETAD

The purpose of Subroutine BETAD is to convert the PERT a, m, and
b time estimates pertaining to each activity in the network into the para-
meters ok and ¥ of the Beta probability distribution. The flow diagram
is given in Figure 5 and computer listing is found on page 19.

The standardized form of the Beta distribution was previously
given as,

£ (x) K(x)“ (l-x)x 0< x<1

KyX , ¥ = constants >

=0 elsewhere
Equating expected value and variance of this distribution with the
standardized approximations based on the a, m and b time estimates gives

the following

E(x) (x+ 1)/ (et+ & +2)

f

((8+4m+b)/6)-a
b-a
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Vix) = (ot + 1) (8 + 1)/(K +d+2)° (X +¥+3)

= 1/36.
The modal value m, similarly transformad gives

(m-2) / (b-a)

r

o« | x+¥)

Elimination of gfrom ths equation for r and V(x) results in a

cubic equation as g’ven below:

o3 + (361-3 - 36:‘2 + 7r) K 2. ZOrZa( T

Given r = (m-a) /[(b-2), the cubic in¢{ is s$1ved through the Newton
Rapheson iterative procedure1 for - unique value of &{D 1.

The fact that there is only one positive real root of the cubic
equation in ¢{ is established tiurough application of Descartes's Rule of
Signs.2

Successive application of *'=» Newton Rapheson equation,
-4 =
#l = X, - (X )/ (X))

results in a very close approximation tr the actual value of X sought.

The subroutine is designed such that the initial value of &¢, or o, is
1)0 times the modal value, 100 * r. A maximum of 100 iterations is allowed
to achieve an accuracy of at least two decimal places, f( < i) < 1/100.

Comparison of calculated values of o and ¥ with tabulated values

ll(aiser S. Tunz, Numerical Analvsis (Naw York: McGraw-Hill Book
Company, Irc., 1957), p.18.

®Ivid. , p. 11.

presmet=ary
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BEZTAD
Civen r=mode, find
| aly

ang _samna

o(°=r3100

A, = 36ro-36r247r

i

Y

Substitut=od, and

A2 solve for flxs) |

<
f(’(i) .01

| A> 501ve7fo

Substitvte o, a=d |
i (K;)

-

Yes

—r, )/ﬂj

Xi41 =%

Print f@‘ ), A

]

Call Fxit

. FLOW DIAGRA!T OF SUTBPROUT

NN, A —
Garina = q1h%9(‘-r\
r
l
Return
FIC 2 5

L—...




FIN 1.4

000

13

DATE 03/30/45 AT 105423
SJRATUTIAE 3ETLI(R, 2LP=a,G11MA)

DIMEISTIIY A(1D)

START JTERATION Ai1- S=2J)40 COFFF ICLENT

NCOJ™~T =10
ALPH22502, R

N=3

M=1

COvT aiz

GO TN (2,7,4,9),4
A(1)=34,
A(2)==-2(1)
A(3)=7,

A{4)=C.

8=R

X=A(1)

Mz2D

GO TO 10

STNRE=X

A(1)=1,
A(2)=STI3¢E

A(I ==20,¢2es"
A(4)=-24 ,+32+J
X=A(1)

Bz=ALPHA

N=3

Mz3

GO 0 19

F=Yy
IF(F-.51111,11,13
A(1)=3.,¢2(1)
A(2)=2,¢2(2)
A(3)=-2(%)
X=a(1)

N=?

M=4

DO 2n v=q,n
Xzys el (We1)

GO TO 5

CINT INng

Fr=X
ALOHAZ AL FPRrA=F/FD
IF(NCDLeT=120)14,14,530
MCPU . TN JuiTey
GO T/ 12
GAVMASALPHAC (L., V/%
ReTu=%4

PIINT &1,F,ALR

FORUMTOLPHI LR <L 4 [5,212.4,104 [T+ ALSHA,510,4)

CaLL EMIT
A'H

.19
PAGF NJ.

1
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given by Hac Crirmon and Ryavsc,3 where V(x) = 1/36, indicates very

close agreement, as shown below,

BETAD REFERENCE

Mode  Variance =« ki & K1
14 1/% 1.22 3.66 1.2 3.63
1/3 1/36 1.82 3.64 | 1.82 3.64
1/2 1/36 3.00 3.00 3.00 3.00

Subroutine SET(JS)

Subroutine SE’l‘(JS)"F serves the purpose as master time file for
ordering activities fiied in the array SETS (M, K) as they are released
and scheduled for completion in the network simulation cycle. Through
the ordering process, Subroutine SET(JS) maintains the system clock
pertaining to simulation of the network., The flow diagram is given in
Figure 6 and the computer listing ou page 22 through 24

As each activity is released and scheduled in the simulation cycle,
it is filed in the array SETS (M, K), and Subroutine SET(1l) is called.
The activities in SETS (M, K) are then ordered by a successor - prede-
cessor arrangeﬁent based on column KRANK (1), the column containing the
scheduled time of each activity., The three attributes of an acticity
stored in SETS (M, K) are the I and J node designations, and by the

scheduled tim~ of completion.

This subroutine also provides a marker, MIC (1), cignifying the

3. R, MacCrimmon and C. A. Ryavec, An Analitical Studv of the PERT

—

Assumptions, The RAND Corperation, RM-3408-PR, (Santa Monica, Decemter,
1962), p. 44,

uDon Deutsch and Philip Wolfe, “A Revision to GASP, A Simulation
Programming Languagae", (Unpudlished term pager, IE 477g, Arizona State
University, May, 1985).
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MAIN PRCGRAM
7

SUBROUTIHZ SET(JS)

Js=1

Initialize all
Variables and

the array SETS |

Indicates row MFA,
next for assignnmext,
has just beea filled
prior to this call
and the successor-
predeceszor celumns
need to be rearraig-
ed in order based on
colurn KRANZ

!

l

Reset MFA to next
empty row based on
predececser of rov

Indicates row I'FE,
next for exit, has
been vacated prior
to this call and
neecds to be init-
ialized to zero

¥

- [to next rov in

Reset marker ¥F=z

line for exit
based on successcr
of exiting row

oUT=0 l

\w‘\ “"ﬁ: /
g -

Return

" PIGUEE €

~

FLOV DIAGRAIl OF SURRQUTINHD SET(JS)




FIN 1.4

aaaanm

rd]

3

22

DAYE 037307456 AT 105422 PAGE MO, 1
SJANOYTIVE SET(J3) . -

COv'ON 1M

COM:IDN STATS(10ON,2)

COMMAN SETS(40,5),1 J1TS, DT KRAVK(1)s INNCL) 2 MLECL), 9F A
DIMEMSII™ YFE(1),4L=(1) )

CONNE SETS,INITS, A5 44, TN, MLC,HF A, MAXNG, ATIVE,END

MUSY DIAFRNSIONM ALL SYASCIIPTED VYARTARLES 1V CO¥MON BLICA PLJS
THE FOLLAWISR VARLAILFS, |

MUST IRITIALIZZ (JS)2ea v [N (JS)=1 IS FIFO,,INNCJS)=2 IS LIFD
MUST INITIALLZE <RAIK(IS)

IFCINITS-1)27,28,27

EQL = 7727.

I1D=20

FIN 1.

EJF = R’3Rg,
= 0999,

.HX.: ['1¢1

MXYX = [4+2

DO 1 I=1,19

DO 2 J = 1,1V
SzTs(l,J) = 0,
SETS(L,MYX) =
SeTs(l,1y) =.1
SETS(INh,rx) =
N0 3 1,402
MLE(<) 0
MrE(X) 0

M E(K)=)

Mrazt

INTTS=P

- 0JT = 0,0

27

10

17

14

11
13

RETJAN

HEELS = AFEWIS)

KNT = 2

KS = £3AMK(JS)

IF (0JT=-1.17 4,5,11)

FA = MEQ

IF(FA'EJF) 309o%

PRINT 49

DO 2b K = 1010

PRINT 48, < (SETS(<ad)y J= 1,MXX)
CALL &XIT

XrA = SETS(41FA, )

IF (INNEUS)-1) 170,7,6 -
MukrLz1L 2 (JS)

IF (L& X) 177,100,111
SZTSLAFA,MYL) = L=
MEB(JS) = 74
SzTsCr s, My = S
MLE(IS) = 78

HEy = o7

MOSUASY s ER ()

RET SN

I2 (3= TS R 8, A5y =SETSIHLEX,759)) 12,13,1%
MSH = STTS( /L2y, 4x)




MO, 1

€A PLIS

IS LIFD

FIN 1.4

13

12

i6
26

19
21
20

22
24

31

34
32

33
35

37

36

34
38

Ia

DATE 03730755 AT 3105428

. S"T)(HL:YQ"'A') = Nrs

SETSLiHFA MY L) = 4L=K

G [N (13,17),4NT

SETS(MFA,¥X) = M3J

SETS(MSY,MXX) MF A

G3 TO 14

KNT = 3

MLEX = SETS{MLEX, ML)

GN = M_=X

JF(3e=4LE) 11,16, 11

STTI(MFA,MXX) = AL=

MFF(:G) = 47 A

SITI(MTA, ML) = MFEX

SeTS{MFEY,MXX) = Ne A

6 1D 14

IF (MFEX) 1)0,10,19

IF(sSETSIMEDN, £S)-SET3(4EX,%3))

G) TN (22,15),4\7

KNT = 1

MR = MFEX

MFEd = SETS(MF=X,%X)

G\ = MFEX

IFeGM-=IL) 19,24,12

KNT = 2

SETS(MFA, %KY = 4PRE

SETS(HPRT,¥X) = MPA

GO 10 (17,25), KNT

OUT = n,.0

LC = MLC(JR)

IF (LC)Y 10C,31,30

PIIIT &56,d3

GO N 9

D3 32 1 = 1,IM

SeT3(L", 1) = 0.0

SETS(LZ,4X)
2. X

XT =

XS = SuTS(.C2,4¥X)
JL = XS

JL = XT

1P (XT=Enp: 33,384,353
IF (Y53=-A18) 55.385,3)
Ty S{JLaxY = v
ETS(JL, X)) s J4
SETS(LO,vX) = “FA
MFA = L3

MU (JS) = ¥5S(43)
RETJIOM

STTS(JL,“x¥Y) = ALE
MEE(JS) = Ju

G 11 37

17 ((53=412) 23,37,33
ST (S, x) = =L
Moz(dx) = A

3

l

Gy)y v Y/
MIT(JS)Y = 0
n_C(,.'D) - ’1

G 7

20,21,21

23
PAGE ~0. 2
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FIN 1.4 DATE 03873n/A5 AT 105823 PAGE NJ, 3
100 PINT 101,J8
191 FOSvAT(LH ,14H=XIT FSO* SET +12,11M AT ST, 100)
Gl 1o 9

40 FOAMAT (€/72440veEILAP  SET GIVEN BELO4Y/)

43 FIPHAT (14,10711.4)

56 FORMAT (//104%<R0% SET,14,9K IS EMPTY)

- END
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row containing the activity bearing the lowest scheduled time and next
~ for exit, based on the scheduling rule ?IFO.' The marker MFA, or next
row for assigment, is also provided. Both marker variables are deter-
mined within Subroutines SET(1) through the successor-predecessor arrange-
ment mentioned above.

A more complete description on the operation and use cf Subroutine

SET(JS) may be found in the referenced paper by Deutsch and Wolfe.

Functicn DIST

The function subprogram DIST is a prime part of the computer pro-
gram in that the variable DIST takes on a time value as a random variable
of the required probability function of an activity., The parameters of
the population distribution are defined -rith each call of the subprogram,
The flog diagram of this subprogram is given as Figure 9 on page 29,
ard the computer listing is on page 32.

A brief review of sampling theory and use of Monte Carlo methods
is offered to facilitate description of the probability distributions
available for use in the computer program,

Simulated sampling involves replacing the actual universe of
items by an assumed theoretical probability distribution, and then samp-
ling from this theoretical popuiation through use of random numbers.,

To draw an item at random from a universe described by the proba-
bility density f(x), one derives and plots the cumulative density

function F(x),
X

F(x) = / 'f(u) 4 u

Y

as described in Figure 7.
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1.04[ . y = F(x)

entry with random mm‘ber___,____/_-/—

FIGURE 7
EXAMPIE OF DRAWIKG AN IMDEPENDENT SAMPLE
FROM A CUMULATE DISTRIBUTION FUNCTION, F(x)

> X
exit with sarmple x

* LY X R N I N _J

A random number, havirg equal likelihood of lying anywhere in the
interval (0, 1) is selected as the entry on the y axis and projected to
an intersection with the curve y = F(x). The value x corresponding to
the point of imtersection is determined to be the independent sample
value of x from the distribution.

With this backgromrd in mind, a brief description of the proba-
bility distributions available follows.,

1. Negative Exponential Distribution

y = f(x) =(1/u.)e ~x/u o xu>0
=0 elsewhere
F(y) =&/ x, u> 0
=0 elsewhere
x = DIST = -u * In (RAND(RN) )},

where RAND(RN) is a uniformly distributed random variable
and satisfies the relationships: 0 & RAND(RN) < 1, and

u is the mean of the exponential distribution.

2., Normal Distribution

£z) = (1 {27 )  exp (<25/2),
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where z = (x - u) /O . Using an approximation to the

nomals » randon norral deviates can be obtained from,
z = ( -2 1n(RAMD(RY) ) )* cos ( 2 RARD(RN) ).
Thus z is a normally distrituted random variable with a mezn
of 0 and standard deviation equal to 1. Using the trans-
formation,
DIST = x = & z - u, a normally distributed —ariable with
a mean of u and starndard deviation of & 1s obtained. The
ratio of I [ u should be less than 1/3 %o make the possibil-
ity of negative numbers small,
3. Discrete Rectangular Disiribution
The discrete rectangular distribution takes on integer values
between A and B with equal probability, thus;
DIST = INTF (A +(B - A)*RAND(RY) ), where A and B are derived
from the relationships u= (A+ B) [/ 2 and c? . (B - A)2/12.
k., Constant
The time duration of the activity is defined as constant and
. equal to the value x.
5. Beta Distribution
As described previously, the Beta distribution of the form,
y = f(x) = K x% (1-x)¥

a<x<b

1
o

elsewhere

[

3Claude MeMillan, and Richard F, Gonzalez, Svstems Ana

.I.SiS’
(Homewood, I1linois: Richard D. Irwin, Inc.) p. 157.
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has, as its cumulative distribution, an indefinite in-
tegral. Tabulated values of the Incomplete Beta Function
for limited values of X and ¥ may be found in Harter.6

The method utilized to draw independent samples from.the Beta
probability distribution is the rejection technique described by Kahn',
which differs from the sampling procedures utilized for the other proba-
bility distributions.

The basic procedure is as follows with fefbrenca to Figure 8 . A
point is chosen uriformly at random from the rectangle with base of length
b and height M. If the point falls below the graph of f(x), accept the
abscissa as in indspendent sample value of the distribution. If not,
reject it and try again.

Resfating the ﬁrocedure in step form, and again referring to the
graph in Figure‘S. |

1, Obtain two random numbers, R, and R,.

1
2, Ifﬂléf(a+bR2)/M, letx = a + bR,

3. If R1>'f(a +b R2) [ M, pick two new random numbers, Rl and
Rz, and try again,
A programming aspect of this sampling procedure is noted in the

seemingly low efficiency of selecting samples from t'e distribution,

 Should the range b be very wide, and the value of M very small, the

6

H. leon Harter, New Tables of the Incomplete Gammsz-Function Ratio
and of Percentage Points of the Chi.Squers and Beta Distribution, Aerospace
Research Laboratories, Office of Aerospace Rssearch, Unitsd States Air
Force ("Washington: Government Printing Office, 1964), table 3.

7Herman Kahn, Applications of Monte Czrla, Ths RAND Corporaiion,
A3CU-3259, (Santa Monica, April, 1954), p. 10,
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Subroutins ETS
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probability of-acceptance of the variable RZ as an independent sample

from the probability distribution would indeed be small, since Rl is a
rando- —umber, 0 < R]_< 1. Many repetitions of this rejection procedure
for eac.. acceptable sample could occur.

A significant improverent in the efficiency of sampling through
use of the rejection technique is realized by restriciing the randon
variable Rl to the range 0<<'R1<: (M), where ¥ is the modal value of the
distribution. The rectaﬂéle Mxb shown in Figure 8 is then the actual
space we utilized.

Although the rejection technique could be utilized in sampling
from the other distributions described in this section, the more direct
approximations utilized require much le2ss time in computation and are
therefore utilized,

A sample network consisting of ons activity defirad by the PERT
time estimates, a, m, and b, of the Beta probability distribution was
simulated to test adequacy of the sampling procedure outlined above. The
GERT Simulation Program of this report was utilized in simulating the net-
work,

The test was to determine if symmeirical time estimates would pro:
duce a reasonable app.oxiwation to the normal distribution as detemiin.d
by the Chi-Square Goodnsss of Fit Test. -

The hypothesis that the sample distribution is normally distributed

about its mean was not rejected at the 5% confidence level since the calcu-

2
lated X" = 19.34 is much less than the critical level of X (.95,17) = 27.5.

~3

Subroutinz HIST accomplishas ths task of converiing tas output
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FUNCTIOH DIST

Given the paramcters
and cistribntion
code numbars, saadle
fror the distributiom
and return the
sarple as a value of
the variable DIST

!

M=code of distribu-

tion l

GO TO ®
1 2 3 A 5
DIST = sanple fronm IST=sazple fron DIST=sam»le from
tre Exmonential the Dectenzular the Beta dist-
distribution istribution ribution

3

ribution

DIfT=s2aw2le from
the Norral dist-

DIST = constant
time value

Return

FIGUPE 9
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MATN PROGRAM
N

FUNCTIO{ DIST

Given the paramcters
and cistribution
code numbars, samdle

and return the
sarple as a value of
the variable DIST

fror the cdistributiom

]

I'=code of distribu-

tion

GO TO X
1 2 3 L 5
4 l
DIET = sample from||] PIST=sanle from DIST=sam»le fron
the Exmonential the Dectangular the Beta dist-
distribution distribution ribution

3

ribution

DIfT=sa~2le fronm
the Normal dist-

DIST = constant
time value

Return
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FIN 1.4

10

17
18

19

20
21

Hh=- OO

DATE ¢3/3r/4656- AT 105523
FUNTTINN BlsT(x.(I.XP.XSnX4)
CoMMON R~
COMMNN STATS(1C0N,4)

COMIMNN SETS(40,9)» 1 41TS,0UT,hRANK(I ), JNNTLYLMLC(1)WNMFA

N=¥2

1FENI1, 10,32

COMTINIE

DIsT=0,0

RETYRN

Go TO ‘1.205’4153é37081911!)DN
GIST=-Y+LOGF (REND(RN))

RETURN

RI=RAND(RN)

R2=RAKNN(ON)
Va(-2.,0¢L0GF(R1))*»1,5+CISF(£,233+22)
DIST=VeSORIF(X1)4X

RETUAN

Tax1+(y=-X1)+RAND(IV)

DIST=1

-.ReTU2N

CONTINIUE

[F(¥)17,21,17
IF(1)1¢,19,13
CONMTINUE
XMWk =Y/(X+4L1)
XADDE=7 40DZ o X r (1. = (MONE) # = X1
T2RAMD(IM)
Ys0AuN(3IN)
YsYeXMIDE
BETAzTewXo (1, -T)eswy;
IF(acTa=-Y)19,20,20
DIST=X?eTe(L4-%3)
RETUON
DIST=44
RETURN
D T0
6o 11
Gd Tn
Gy Tn
GJ ¥n
DIST=X
RETU=N
FORUAT(H-Z54¢0 N/7)
ENnn

S oAb

PAGE 9
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statistics into a standard histogram configuration of twenty cells. This
subroutine requires only identification of the storage array and numbter
of records contained in the array as input. This is 2 general purpose
subroutine with internal decision rules for setting,up cell size ard
location for the most convenient grouping of data and for output. Figure
10 contains the flow diagram of Subroutires HIST and the computer listing
is located on page 35.

The data array is reviewed to obtain expected time,variance, high
time, low time, and range. Based on these values, the histogram is set
up such that, if the rangs is less than 20, the first cell will be the
lowest data value truncated to an integer and cell increrients will be of
size one. Should the range be greater than 20, the midpoint of the histo-
gram is the expected value, and cell increments will be in integer steps
of RANGE/20 + %,

Output statistics are expected time, variance, higa time, low time,
range and histogram.

Subroutine CHI

Subroutine CHI is an auxiliary routine used to measure the dis-
crepancies or fit between the simulation output distributions and a thec-
retical probability distribution. Provision is made only for .comparison
of symmetirical distributions, Input data is required as described in a
later section of this chapter,

This subroutine is utilized only at the analysts discretion by
placing the subroutine call card as shcwn,in the main program listing on
page 45,1in the histogram output section follewing the CALL HIST statement,

The subroutira flau dfazyos i3 zioc S Tio 0 Tla ] e o e Tigtip

-

is on page 3G,
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MAIN PROGR4AM
Y

SUBROUTINE HIST

|

Given storage loca-
tion of cata, reviev
for mean, varience,

bigh, low

l‘

Print mean, var,

high, low, range

4

Print
Histogran is
Cancelled

\\
oV

Set cell size to |

of histogram at mes

__l

Put data into

range

Set cell size
to 1 and start
histogran at

Lenall

range/20, midpoint L

ment of cell size

4

Print all Data

Return

FIGUR=Z 10

histogram by incre-i

FLOY DIMGT.! OF SUZTQUITIT HIST




. 35
FIN 1,4 DATE 03/3n/66 AT 105323 PAGE AND, 1
SURROUTINE »ISTINT,NSIY)
COMHON RN
COMMDN STATS(LNEN,4)
COMMAN SETS(€0,3),1-1TS,UT,KRENK(1),IMN(L),MLC(1),MFA
DIMEMSIZN w1ST3(20)
DO 14 1=1,2¢
14 HISTG(I)=0.y .
BIG==9,0E5N . _ .
SMALL=9,nESU
ExPT=0,0
vXP1=9,0
XNSIH=4SIM
PO 20 1=1,MS14
X=ST2TS(I,MT)
EXPT=E4PT+X
VXPT=yx2TexeX
BIG=MAXLF (3]G, X)
20 SMALLEYI*1F (SAALL,X)
T EXPTZEYPT/y VSN
VXPTzVYXPT/XAS]v=-CXPT+EYPT
PRINT 117,477
PR!NT 112,vx°T

RAMGF=2[G-34ALL
1F¢RENGZIEL,8),A1
80 PRINT 113
RETUSN
81 IF(ReMBc-2M)B6,54,87
B6 NS1ZF=1
SI17E=1.0
NSM=SMall _ e
MBR=NS"1+19
AS~ALL=NSN
GO 70 =3
87 S17E=RI/NGE/2D,
MS1ZF=<]]7E
MSI1ZF=S17E+.5
IF(MS172-NS]7EY49,67.83
88 NSUZF=“312F
89 MInP=E¥PY
NSuz1[N2-6+°S[2E
IF(H;N)QnOaniogﬂl
90N N3Jv=h
901 AS“ALL=NSM
N3GsS 'e19e,S2%
S1752=NS172F
83 DI #? v=5,'S51H
XsQTATS(N, V1)
[F (=Rl )R3,34,58,
B4 L=(r=ASHALLY/STZ =+,
IF{L=2")52,:i0,832
882 Ls27
Gd T -2
85 L=t
82 HISTH( )z ]I5TG(L)+1 . P
PRIIT 11, (1, 12n3%, 586, 13175%)




FTN 1,4

113
114
115
116
117
118
119

W%

DATE 03730746 AT 105423 . PAGE ND, 2
PRIHT 119,(n1STG(L)Y,L=1,29)
PRINT 114,21CG,SMALL,R4NGS
RZTURN
FORYAT(//729X,22-44ISTOGRAY 1S CANCELLED)
FOo4aT(1:1)
FIR1AT€/2014)
FORIATSX,3nF 13, 7X,5RS“ALL ,5X,5ARAMNGEZ3F10.3)
FORNAT(//720%,404=X2CCTZD TIHE OF COMPLETION THIS NODE 1S,F1g.
FORHAT(/,20%,404VARIANCE TIAE OF CNMNPLETION THIS NODE 15,F1¢.
FORNLT(/720546.0) .
.END
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A measure of the discrepancies existing between observed and ’
expected frequencies is given by the X% statistic where the data is grouped
into cells or events of the tolal sample population. For large N, or
sample size, the sampling distribution Iz closely approximates the Chi
Square probability distribution. _12 is given as,

12 = é' (03 - 33)2 / ej, with k-3 degrees of fresdom.

Bach summation represents the observed, OJ, ané expected, ej,
frequencies of occurrence within a cell, where there are k cells.

Expanding and simplifying the above expression where N .-.g' 0= gi e

gives the following expression:
L3

12 = (%;032/3:j ) - N.

This subroutine requires the location of the data storage array,
the number of rgcords contained in th; array, and whether or not to read
input-data describing the theoretical probability density function.

The data in the storage array is reviewed for calculation of the
expected time and variance and then transformed through the normalizing
equationz = (x - E(x) ) / o + MAs the data is normalized, it is
placed in a 20 cell histogram with center, z = 0; variance, V (z) = 1;
and increments of 3/10. Therefore, the end cells of the histogram repre-
sent t_3¢fx. The groupsd histogram cells are utilized in calculating
the value of XZ.

Output of the subroutine includes the value of Xz calcuiated,
expected time, variance, and the normalized histogram of data,

Tests of Hypothesis may be made at the significance levsl desired,
with 17 degrees of freedom, based on the tabulzted values of the Chi

Square probability density functiionm,
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SUBROUTINE CHI(NT,NSM,NN) 29
COMMON RN
COMMON STATS(10000,1)
DIMENSION HIST(20),DATA(20)
DO 2 l=1;20
2 HIST(IY=0.0
VAR=(Q,.0
SUM=0.0
XCHI=0.0
DO 10 I=1,NSM
X=STATS(1,.NT)
SUMzSUMeX
10 VAR=VAReXsX
XNSM=NSH
ETIMR=SUM/XNSM
VAR=VAR/XNSM-ETIME*ETIME
SI1G=SQRTF(VAR)
DO 20 1=1,NSM
X=STATS(1,NT)
1CO0E=1.0
2=tX~ETIME)/SIG
I¥¢2Y5,7,7
1CoDE=0,n
N=ABSF(Z)*10./3.+1.
IF(N~10)12,12,11
11 N=10
12 L=N+10+]ICODE
IF(L-10)8.8,9
8 LzqinL
9 HISTLLI=HIST(L)+1,
20 CONTINUE
IF‘NN’1)22’22041
22 DO 40 1=%1,10
READ 66,DATA(])
- DATA(21-1)=DATA(])
40 CONTINUE

~ WM

41 XCHI=0,0
L HY]
DO 60 1=1,20

CHIS(HIST(I)*#¢2)/(NATA(MS])*XNSM)+XCH]
60 CONTINUE
XCHI=XCH]-XNSM
PRINT 67,%XCHI
PRINY 70,ETIME
PRINT 71,VAR
PRINT 69
PRINT 68,(L,L=1,20)
PRINY 77,(wiST(L},L=1,20)
RETURN
66 FORMAT(FA,4) .
67 FORMAT(/16X,414ACH] SOUARE VALUE FOR THIS DISTRIBUTION 1S,F10.4/)
68 FORMAT(2014)
69 FOQVAT(L&X,4EHHISTOGRAM OF NORMALIZED nDaTa, Z=0 AT 11 OV SCALE/}
70 FORMAT(2AX,17H=XPECTEN VALUE [S,F10,47)
71 FIIMAT(24X, L13AVARIANCE [5,4%,F10.47)
77 FORMAT(20F4,0)
998 CONTINUE
-END
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Figure 12 cantaine an example of the svoroutine ou’put, nis.ogra
of data input representing the normal probability density function, and
histogram of the normalized data.

III. METHOD OF SIMULATION

This section will pertain primarily to the logic and procedures
utilized in simulating the network model. Input data requirements and
description of output is deferred to the following'section, Input-Output.
The three parts of the simulation model, or program will be discussed
with reference to the subprograms previously mentioned. ?he flow diagrams
are given as Figures 13 through 15 and the computer listing of the maln
program is found on pages 45 through 51, |

All arrays, variables, and sums are initialized at the start of
the program. The random number seed, RN, and number of simulation trials
NSIM, are definad by the first metwork data card read into the program.
Should RN be zero the program is terminated.

Activities specifying the network model and their attributes ars
read into the program and stored in the array STORE(N, I). Attributes
of each activity are ;-J node designations, codes for the probability
density functions, parameters of the density function, and probability f
traversal given that the I node has been realized. Subroutine BETAD is
utilized to transform the PERT a, m, and b fima estirates into paramete:s
ol and Yof the Beta probability function when required. As the activities
are read into the program the numbe; of activities emanating from a spaci-
fic node, NQ(I), is calculated.

Nodes and their logic relatad cods ara dafined on ths next ingut

cards and storsd as values of “he v.riable !0022(Jd). The nods Informa‘ion

is then printed as outnut,
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FIN 1.4 DATE 038730766 AT 105823 . PAGE NO, 1
PRNGRAY 1AL o
COoMMON RE
COMMAN STATS(1r9n,q)
COMHMCN SETS(4A,5), INITS,JUT,FRANK(1), IMN(L),VLC(1),NF A
DIVEFSION TECIND),NFLAG(2),\HST(4)
DINENSTOY ACHE) L X(403,3),93(100),J0(1%0)
: DIMERSIIY NIPPED(1L00),NNODEC100)
. DI¥eMS1DY NCRIT(1G0),STORE(4D0,3)

INITIALTIZE aLL ARRAYS A4D Syvs

aQO0n

1 COMYINUE
PRINT 114
PRINT 1210
RNth.,?
CALL RANND(R)
VIiME=n,"
ETINE=D,.N
JMAX=0
N=p )
DO 296 [=1,400
DO 295 J=1,8
296 STARE(I,J)=0.23
DO 299 I=t,40
TE(I)=-1.0
Jagly=a
NQCT)=0
MNODE( 1) =0
NCRITII) =0 -
DO 299 J=1,54
299 X(1,J4)=0,9

READIAA TN OATA IN IMITIALIZATION

RN IS RAXDI4 WUARER SERY AVD NSIM IS NUMEER OF TFRLAL SIMULAT

s Ne NN Ry

READ 101,RN, NS4
IF(RYYRAR, 814,13
3 PRINT 101,3v, NSV
PUT DATA OV T42¢
DO 5n rv=z1,400
.READ 1?6:(5(})313107)
IFCA(LY=5%9,)449,51,31
49 Nz
T OA(R)=8(7)
zA(5)
GD r0(43.45::p45354nd5'?5.di).L
4 SIAz=RNTVA())
ACa)sAL3Y~1,732031 510
A(R)zA(3Y+1.780052510
ITCAt4)Y)Yont, 5,05
951 A(4)=)
) 1 29
44 Ra(A(4Y=2(X)V/(A(B)=(%))
CALLL 337200, ALBAA, ML)
A(7)r=0 ()

o




. 46
FIN 1.4 DATE 03730756 AT 105423 PAGE NO, 2
e A(R)=A(D) _ .
AC3)=ALPHA
AC4)=GLaMA
60 TO 46
45 CO~TINUE
A(r)=1,
A(7)=1,
46 NO(A(l))“V?(A(l))#l
DI 555 !=1,8
555 STORE(Y, 1)=A(])
JYAX=MAXIF (JMAX,A(2))
50 COvTINNE
51 COMTINiE

c
C READ [ NONE INFORMATIOY
c CODE FOR MOVES EXCL-TR JET= 1 , FXCL-OR PR“ 2 + INCL-0R DET:
c INCL-0OR PROSz 4 , AD-D=T= 5 , AND-PROB= 6 .
c ~,
PRINT 13n . - !
PRINT 131
DO 65 M=1,N

PcAD 127.(VL411(!I).!1=t.94)
IF(NCRIT(1)-99)07,54K,A2
62 PIIINT 127‘0(4{:"([]'(:,'.':10?3:2’
PQINT 12":‘:\CQ|T(I).!=?’24)2)
': PRINT 133
‘ DO 6% M]1=1,24,2
63 MNIDF(NCRIT(HIT))=NCRITINIL+1)
65 COMTINUE
P IN=33)6h,50,41
61 PUINT 114
PRINT 13
66 NI 67 L=1,57
67 NCSIT(L)=0
DO 2R L=1,4
NFLAG(L) =D
280 NASTeL)=

"NFLAG DFENATSS THE NOUS SEING ANALYSED, MAXIMJY OF 4 NCDES
READ 106, (NFLAZ(TI,1=51,4)

INiTlALT?E S-TS

OO0 O G

JS=1
INv (I3 s
INUTS2
CarLL S=TCJ3S)
NXel ¢
JS=1
1 KIWye(Jsr=t1

v C TAKZ DT &40 4 TA/2 [N JI=t o6 | Vi
0 A s, N
DY 6.3 <=2,-

- KGO0 A(YI=STI=( !, <)
MAAES(S)
NZAYT =9
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FTN 1,4 DATE 03731756 AT 105323 PAGE MO,
’ ’ IF(NAA-1)100,59,52
. 52 MAzNAA-1
DO 55 Kst1,NA
58 NCOUNT=NTIUNT +VI(K)
59 NA=NCOUNT+1
53 IF(X{NA,4))I1ND,55,55
55 NAz=NAe+1
GO Tn 53
56 N) 57 L=3,8
57 X(vA,L)=2a(L)
60 COTlwmitE
C CHEZK RUFFZR AND NI(I) FXOY MAIN
PRINT 133,((1(“1"0K:1JJ):ﬂ=1tN’
PR!RT 1“6.“
1F(N=-15)915,915,91¢
916 PRINT 114
PRINY 151
915 COuTlIN-jE

C START TRIAL SIMJULATION
PO 995 KX=1,"314
C INITIALIZE TPRIAL STAILATION
DO 991 I=1,51
TE(I)='1.0
991 JY(1)=9
DO 75 K=1,\N
! Lz¥(4¥,2)
LLL=MNABH (L)
GO TO (11,11,11,11,17,12),LLL
11 JAtL)Y =1
G0 10 75
1?2 JALI=JaiL) 2
75 CO~Tlviz
KAN®R(1)=3
TN“d:G.
NOngE=1
[=1

Jz1 . '

RELZASE «NJOFe STUAZIILE LU SMANATIAG ACTIVITIES

s NNy

79 XNNDE=sMJIDE
DO 155 L=1,

DUM SUATATING ACTIVITIES L) 35FTS

e NeNe

152 15 (X(L,1V=XIDZ)155,5,195
5 NNzNY("Jhe)el=1
LLL=*aid=0d)
G TN (1%%,4,158,56,133,5),LLL

. 6 XXzRANTCIN)
“ SJr=.
NY 4 4zi, VM

Sytstid e (£,A)
lF(SU”’X*)a1a17
7 SETSCFA,1)Y=Y(4,1)




FIN 1.4

NN

. . bs .

DATE 03730756 AT 105823 PAGE NO. 4 -
SETS([rA,2)zX(X,2)
SEYSCIIFA,3)=TNIA+DISTIX(K,3) s X(K, 43, X(K,5),X(X,6),X(V,7))

CALL SET(JS)

GO .10 993

8 COuTiNZ -

153 CONTINYE

DI 154 <=L,

SETS(4Fa,1)=X(Ks1)

SETSIMFA,2)=%(K,2)

SETS(nFA.3)=TNJKODXST(X(<.3)o&(K.4).X(K.5)-XCK.6).X(K.7))

CALL SFT (U
154 COMTINUE

GD Tn 99
155 CONTINJE-

UPDATE CLOCK ANU URA4 NEXT EVENT

9N TNNA=SETS(MLC(1),3)
JISETS(NiLCi1Y,2)
I=sSETS(MN.C(L), 1)
OUT=1'
CALL SET(JS)
IF¢J-1135,139,192
192 1F¢JN(J)=1)99,92,93
95 RO 92 1J=1,4 .
NlJ=%(1J,1) '
IF(N1J=J)98,97,34 .
96 17(N1J-1)97,94,31
94 NSRIT(UJII=NCRIT(T1I)+?
97 LLL="NIDE(NLI) _
G) T0O €15,15,15,15,15,13),LLL .
15 JAUNTI) =1
G) T a3
16 JANIIDI=JA(I1I)+1
98 CINTINuR
GO ToH 9%
92 N3ReMN(J) =]
91 JI(J)=n
Ndne=J
T2(JY=TVDN ’
IFCNNCIINL00,320,79
93 JAtINI=JNJ) -1
G) Ia 990 s,
100 PRINT 199 "
199 FIRMAT(S5HERIY)
PINT 104,1,J
G 71 ¢
320 CoMTrime
ETIvnz=elIMzZTZ())
VIT4:zvTINZe Fo () e Tr(Y)
N3 222 [-=z1,1 ' )
Irenitlaatl4)Y222,222,204
225 170750 “LAG(1A)))290,2%),2722
229 YT=z[~+1
NAST (L) =N4ST )+
STATSEVHST(I), [4)=sT=E(MFLaAntlA))




FIN 1.4

c
c-
c

anOn

222

DATE 05/50/69 AT 105323

CO4TINUE

ESTABLISH CRITICAL eVENT

MN=J
NN=N

201 L=vPSENCAX)

202
203
205

206
905
995

200

429

421
42>

XL=L

DO 2125 K=1,N

NIOA=NM-K+1
!F(X(NQJM.!)-Xt)?OS.?G?.ZOS
IFCLI(NRIN,2)-MY205,203,205
NCRIT(NMIMISNTCRITINRIN) »)
COMTINUE

MN=L ]
IF(L-11276,206,201 N
COMT LiyE
IFEMLCJS) ) I95,995,9125
INTTS=) -
CALL SFT (U3

COnTINYE

CALCULATE STATISTICS

XNS [4=M51H

ETIAR=2TINS/ (ISIM
VTIHS2YTIMZ /NS H=-ET (1E«CTIHE
PRINT 108,2714=

PRINT 109,VTIME

CRITICALITY CALCULATIONS
PRINT 11n

DO 219 I=1.,1¢
CRAT=NEAITLD
R=CRIT/X1ST

pRlNr 111.X(l:1).X(Is?).3
Courtiyys

PINT 114

N\=)

HISTASRAY CALCULATI NS
D0 422 Iw=1,1
[FENFLAS(TH))A22,422,42)
NT=[H

P[IT 131

PRINT 112,V7LAG(1H)
PRINT 132

PRINT 1372,V45T7(i4)
XHz 4 IST (L)
Tlaxs/ZYNSIV

PRINT 138,717

CapLe Mt (Nr, (4370
IS¢l <=2)322,%21,062?
PITyT 114

CliTINUz

Gd I~ 1

ey

49 .
PASE NJ, 5

RN MRS

BRSO R

Forpe.

,-«mmwmw I RIS
v
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DATE 03739755 AT 105523 PASE NO, 6

887 COANTINUE

888 CALL E¢]TV

191 FO2MAT(FS,3,14)

102 FO34aT(4F3.3,55.9)

103 FOMAT(5710,.2)

106 FIMaT(2714)

108 FOHAT(ZAX, 274X ECTZD TI4FE LAST EVENT 1S,F10,4/)

109 FOPMIT(25X,274VARIANCE TI4E LAST EVENT 1S8,F13.4/)

110 FORMATC/IIX,17ACRITICALLITY INDEX./3JX,4H  [,4H  J,10H CR

1) '

111 FOINAT(39X,274.0,F13.,2)

112 FORMAT(27x,214¢41S725331 DaTA, NODE,14,1He,/)

114 FIAMAT(LHD)

115 FIR4AT(/2014)

© 120 FIIMAT (/27X,254«3ET NETAQRK SI’UL“TION’//)

. 126 FOIMAT(2F5.3,2710.2,3F5,9)

127 FORYAT(2413)
129 FIIMAT(LAX,534¢VIDEL2%,1213,1He)
129 FOUMAT(L1AX,51¢TYPE,2%,1213,1He)
130 FORMAT(34X,124={VPUT ATA«)
131 FIR4AT(/7)
132 FORMAT(228%,274NIM3ER J7 NOD3T REALIZATIONS,110)
133 FOMAT(/,2nK, 294°RISARILITY OF QFAIIZATION [S:F19.4/)
999 FIAIHAT(5F10.4)
END
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FUNCTION RA4D(X)
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Y=1 .
Xz(X=Y-Ye1 0F¢R)0i.9%-R
RAYD=X
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52
' G . A maximm of four nodes may be flagged for analysis during the
simuiation of the network by including them on the next data input card.

&, ottt AP

These node numbers are retained as values of the variable NFLAG(IH).

_ A buffer array, X(¥, K), is utilized as the pem;nelznt storage area
of the activities and their attributes, which are transformed and ordered
by I node designations from the array STORE (N, I). The contents of
X(X, K) are then printed as output. '

B

STPY

The basic procedure in simulating the network is one of working
through the network from node to node, releasing activities and schedu-

RS S

ling them in the master time file SETS(J, K), and recalling the activities

LT

from SETS(J, K) as they have been complsted.
The actual simulation of a network can be more easily explained

by tracing through a simulation cycle.

W@m e
"

Bach cycle begins with initialization of TE(I), time node I is
released; TNOW, current time of system; and JQ(J), required number of
activities terminating at a node necessary for realization of the node.
JQ(J), for all nodes, is set equal “o 1 for Exclusive-or and Inclusive-
or type nodes, and > 1 for AND type nodes. The start node is then real-
iged by setting NODE = 1, the first node of the network. |

As each NODE is realized, coulrol is transferred to statement
79, which causes the emanating activities to be released and scheduled.
Should the oufput node types be deterministic, all activities emanating
from that node are scheduled and placed in the master time file SETS(I, K)
with scheduled time equal to INOW + DIST, As previously mentioned,
the variable DIST takes on a time value as a random variable of the prob-

L ability function for each activity released,
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Should the output node type be probabilistic, a random number is

gonsrated and used as a reference in deternining which activity of the
activities emanating from the node shémld be scheduled. Only one activ-
ity is scheduled with time equal to TNOW + DIST; the others are dropped.

Each act of placing an activity in SE;I‘S is accompanied by a call
of Su'brontim‘.SET(l), which causes ordering of the activities in sets
through a marker arrangement :s previously mentioned. _

After the approbriate numbar of activities have been released and
filed in SETS(I, X), control is advanced to statement 90, which causes
the next event to occur. The activity filed in SETS(I, K) marked for
next exit by MIC(1) is drawn from SETS(I, K) and the system time, TNOW,
is updated. TNOW is set equal to the scheduled time of completion of that
dctivity. ' '

A comparison of the I and J attributes of the completed activity
is made to see if a feedback condition exists, where J I, If not, then v
JQ(J), mumber of completed activities required node J, is investig;ted.
If JQWJ) D> 1, then JQ(J} = JQ(J)-1, which means mere activities have yat
to be complated before node J can be x:ealized. Control is returned to
statement 90 for next release of a. scheduled ectivity from SETS(I, K).

If JQ(J) = 1, node J is released and the time of release, TE(J),
is set to TNOW, Precedsnce for criticality measurement is established
by setting NFRED{J) = I,

The variable NQ(J.), or number of activities emanating from node
J, is investigated to d.etemine if an exit node has been realized. If
NQ(J)> 0, control is transferred to statemant 79 with NODE = J for
relesass of node J as descritzed abavs., “hen N(J) = 0, the natwark has

been completed since J was a terminating node, and statistics are complilad.
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Control is returned to the begimning of the simulation phase for

another network simulation. This process continues until the required
number of simulation trials, NSI¥, has been attained. Final output =ta.
tistics are then computed and printed.

Intentionally omitted from the preceding discussion is the spe;:ial
case c.>1' feedback, where J<{ I for a completed activity. Feedback returns
network control to a node previously realized in the network. A meaning-
less situation could exist since scheduled activities positionaﬂd between
nodes I and J may not have been completed and are still in the master
tine file. The network of nodes and activities comprising a ‘feedback
loop is depicted in Figure 16. |

——
q@ A >
FIGURE 16

YEEDBACK NETWORK

Nodes 4, 5, and 6 define the feedback loop, and the node numbering
is such that J< NIJ < I, NIJ represents the nodes positioned within the
loop. |

Another situation that could exist stems from the fact that each
JQ(J) within the fuedback loop has been s;t to zero as the nodes were
released. This programming aspect is corrected by re-esstablishing JQ(J)
for each node NIJ and I within the feedback loop, J< NIJ < I. Thus,
recycling is permitted for this feeuback portion of the network.

Caution is advised in designing the network model to eliminate

undesirahle feedback situations. For example, consider ths network showm

R3]

1 < PR 3 Y

in Figura17 consisting of ome feadback loop with ¢nz zciivliy o inatin:
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from a node within the loop to the external network.

FIGURE 17
. ONE LOOP NETWORK )
As the network is constructed, the first realization of node 6

would release activities 6, 8 and 6, 10, The network beyond node 10
would then be activated. Additional realizations of node 10 by repeated
looping among nodes 4, 6, 8, 4 could not cause another release of node
10 since JQ(10) = 0 after the first realization, However, 'should the
analyst desire to halt realization of the external metwork beyond node
10 until activityg, j4 is released, a restraining activity 14, 15 could
be constructed, Node 10 can have only one terminating activity for this
scheme to work properly.

Consider a more complex nstwork than that discusséd above whe.re a
second feedback loop is compounding the effects of the f';Lrst. The network
is shown in Figure 18.

. v —”
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FIGURZ 18
TWO LOOP NETWORK
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Since JA(K), for J < K < I is reset by the program in a feedback
loop, -repeated looping from nodes 4, 6, 8, 4 will not cause more than one
release of node 10 dus to this loop alone, However, should actiwity 10, 2
be released, feedback looping would occur in both loops. Restraining
activity 15, 16, inseited by the analyst would prevent the possibility of

‘repeated releases from node 8 to.ihs external network, since each real-

ization of the loop 10, 2, 4, 6, 10 would cause node 8 to be realized.

iV, INPUT.-OUTPUT

An important attribute of the computer program is mimimization of
user-time in preparation of input data for the simulation program. This
section describes the input data cards for computer processing of input
data and program output. A sample 1isting of inmput data and output is
provided for reference on pages 57 through 60, ”

Only ome input card per activity is required containing I-J node

~ designations, parameters or time-estimates describing the probability

density function, ccde for the density function, and probability of
acceptance should the I node be realized.

Codes for the probability density function; and input parameters
or time estimates are listed as follows,

Density Function Code Parameters or Estimates
Exponential B | _—

Normal 2 u 6 2

Rectangular Discrete | 3 a S 2

Constant L T

Beta 5 amb




_.4,00 _ 1.00
1.00 1.00
3,00 1.00
2000 1.00
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1,00
2,06
2,00
2,00
3.90
3.00
3,00
3,00
4,00

*NODE
«TYPE

2.00
3.00
5.00
7.00
4.n0
5.00
6.00
7.00
3.c0

«GERT NETPOIK SIMULATIONe

~0.00
2,00
2.00
2,00
-0.00
2.00
-0.00
2.09
1.00

EX2ECIED
VARTANCE

*INPUT DATA®

4 5 6
s 2 2

°0.00
‘6.00
’0000
'OQOO
°0|00
'quo
'0.00
'C.30
-0.00

T14s

TIM4Z LAST EVENT IS

7 -0 «0 -0 -0 -0+
2 -0 -0 -0 -0 -0«

4.00
4.00
4.00
4.00
4.00
4,00
4.00
4.00
4.00

LAST EVEMT IS

CRITICALITY INDEX

BN W) NN -

J

AWANO N ANVELUN

CRIT

1.00
0.21
0.48
0.31
0.00
0.08
n.n8
0,05
0.04

1.00
1.00
1.00
1.00

1.00

1.00
1.00
1.00
1.00

242930
0.5972

1.09
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.09

1.00
0.29

0.50

0,39
0.19
0.30
0.39
0.30
1.9

2

- - ——— -
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0
)
0
9
0
0

2
23

é
80
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5
816

5.000

3

0
8lG
8,000
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+AISTOGIAY DATA, NODE 4

NUM3BER OF NODE REALIZATIONS 29
PROBAIILITY OF REALIZATION IS 0.0290

EXPECTEY TIHE OF COMPLETION THIS NODE IS
VARIANCE TIME OF COMPLETION THIS NODE 15

S 6 7 8 9 10 11 12 13 14 15 16
i G 0 0 0 0 0 0 0 o 0 o

SMALL- RANSE
2,000 2.000

¢HISTOGRAM DATA, NODE  5e

NUMBER JF WODE RFAL{ZATIONS 563
PROBASILITY OF REALIZATION IS 0.5630

EXPECTIED TIME OF CIMPLETIIN TALIS NODE IS
VARIANCE TUMz OF COMPLETIIN THIS NODE 1S

5 6 7 3 9 190 11 12 13 14 15 16

9 4 0 ) | 0 5 .0 9 0 0 o 0
SuALL RAN3E
2,009 5,300

17
0

17
0

2.2759
0,4067
18

0

2.3321
0.7014
18

0

19

19

20

20

~
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¢HISTOGRAM DATA, NIDE 6

NUMBER OF VODE REALIZATIONS 80
PROBASILITY.OF REALIZATION IS 0.0509

- EXPECTED TIME 9F COMPLETIIN THIS NODE IS  2.1125

VARIANCE TIME OF COMPLETION THIS NODE IS 0.0993
2 3 4 5 6 7 8 9 19 11 12 13 14 15 16 17 13 19
77 9 o o o o o0 © © 0 0 0 0 o O O o 0

816 SvALL RAN3E

«4IST054M4 DATA, NJDE 7«

NU“BER 05 NODE RFALIZATIONS 357
PROBASILITY OF REALIZATION IS 0.3579

EXPECTED TIvE OF SIMPLETIIN THIS NOD= 1S 2.2717
VARIANCE TIMZ OF COMPLéTIQN T41S NODE IS 0.5343
2 3 4 5 6 7 3 9 10 11 12 13 14. 15 16 17 18 19
1 0 P 0 L 0 ¢© 0 0 0 0 0 0 b

312 0 39 3
816 S#ALL ANSE
6.00) 2.0n) 4.9n0




: 61
Time estimates a, m, and b for the Beta Distribution are converted

R WS

at input time through SUBROUTINE BETAD into parameters & and ¥ of the

Beta probability density function, .
The data input cards for each activity are punched in FORMAT

(215, 2F10.2, 3F5.0), in the following sequence for distribution codes

14, ;i
2 :
I J u 0  Code i
and in the following sequence for distribution code 5 %
I J a4 m  Code b,
2: 1
GERT logic node types and codes are given below. %
¢
INPUT OUTPUT CODE
Inclusive.or deterministic 1
probabilistic 2
Exclusive-or deterministic 3 e
probabilistic b '
AND deterministic 5
probabilistic 6
Each network node from node 1 to the end nodes is defined with
its respective node type by input to ths program in FORMAT (24I3) as
indicated bolow.
2&

Node Type Node Type Node Type
1 5 2 5 3 b

As many data cards are utilized as necessary to input the nodes

and types.

Nodes that ure to be analyzed, causing a complata orint sut of

s . . “ & . AT = J '
S S A B S SR ....__ (.,:.,}.

statistics gathsred, are d2noted as VFLAC and o2vmzonlo st Lo
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e The data deck, along with the necessary control cards are listed

4w —— ..

. below:

FRRPR B S

w

Card T2

1234567891011 12

. 004771000 Random mmber sesd and NSIM
s 1 K ¥ Activity cards, ove per activity
i
|
7
- 099 End of activity list
%l 001005002 0 0 5 Node numbers and types, 12 sets
L . per data card
| 099 End of node list
d':: 00060007 ' Nodes to be analyzed

As many networks may be analyzed as desired in one computer run by
providing the sequence of data cards described above for each network.
The metwork sets of data cards are stacked one on the other with a blank
card placed at the end of the last network to signify end of program data.

Should the Chi Square Goodness of Fit Test be required; ten input
cards, each containing the expected cell block size obtained from the
tabulated probability distribution function utilized, is entered in
FORMAT (F6.4)., The computer program is designed for symmetrical distri-
butions, so the ten equally spaced cells would repressnt the area uqder
the density function from the mean to one tail.

Computer output is dividad into five sections: (1) input data,

(2) expected ard variance of nsiuark complatson tirme, (3) eriticality
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.63 i ta
1ndex: (¥) node statistics, and if required (5) . chi square test results. "

Discussion follows based ot;i this division,
An echo check of the random mumber seed, and mmber of simulation

trh]s'precodes a complete print out of the activities and their respec-
tive. attributes, Each activity contained in the buffer storage array
is prlnte;i in the form utilized during simulation, as follows for dis-
tribution codes 1-4.

. I J u 6% cde - - P -»
For activities distribution code 5, the following is printed out.
- I J ®* ¥ code a b Py

The mext section provides; the expected and variance of net_work
completion tims regardless of the mmber of end nodes.

A criticality index follows for all activities in the network as
the relative frequency of occurrel;xce of an activity on ‘the critical path
of the network. Activities possessing the I > J feedback characteristic
will have recorded, not eriticality, but total number of times realized
divided by number of simulation trials since many .salizations of a loop
may occur during each simulation trial,

For each node flagged at input for analysis, the output will com-
sist of, number of realizations, probability of realization, mean and
variance of realization time, ix.{étog:m of these times, high time, low .
time, and range. A _

The Chi Square Goodness of Fit Test is printed out only when
Subroutins CHI is utilized ard theoretical distribution input provided.

The calculated chi square value, mean and variance of the sample dis- ®

tribution, and histocran of th2 narsalizal iisiribuiisn i pr-~vidod,
? (=Y .
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CHAPTER IV
APPLICATIONS OF THE SIMULATION MODEL

The purpose of this chapter is to present several applications
of GERT network analysis through use of the GERT Simulation Progi'am.
Several example problems have been chosen to demonstrate general appli-
cability of the computer program to various ” type mostworks.

Three s;mple probabilistic networks are simulated and the results
compared with analytical solutions such as from the GERT computer program
described by Pritsker.1 The aim is not to perform a detalled analysis of

‘the individual networks; moreover, to indicate the approach to problem

solution wit;h the GERT Simulation Program and to provide a measure of the
validity of simulated results.

Ones other network, consisting of AND nodes, is considered to in-
vestigate assumptions developed in the literature on PERT networks. The
rost:ltar;t distributions are analyzed using normally distributed and beta
distributed activity times. The Chl Square Goodness of Fit Test is
applied to test the hypothesis of mormally distributed network rsaliz-
ation times.

I. PROBABILISTIC NETWORKS

The first network depicts an analysis of a Research and Develop-

lA. Alan B. Pritcker, GERT: Gravhical Evaluation and Review

Tectiniqus, The RAD Corporation, RM-L973.HASA (Santa Monica, April, 1966),

Appendix A.
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ment project given in a recent article by_Grahmm,z and discussed in rela-
tion to GERT, by Pritsker.] The network is constructed in Figure 19
For each branch or activity of the nétm;rk, the probability that the
branch is realized given the preceding node is realized is dspicted by
Py» and the constant time associated with activ%}y k is depicted by tk'
Note that there are two terminating nodes of this network; success, s;
and failure, f,

The criticality index of the relative frequency an activity con-
tributed to network realization, is presented in Table I, The ability
of the simulation model to select activities emanating from a probabil-

(1stic output node can be checked by comparing thé probabilities associated

with activities 1-2 and 1-6, alsc activities 6-9 and 6-8, in Figure 19
with the criticality index of the activities in Table I. Activities 1.2
and 1-6 were defined with probabilities of 0,7 and 0.3 which compare
favorable with simulated criticality of 0.68 amd 0.32; respectively.
Similarily, activities 6-& and 6-9 defined with probvabilities of (.3)(.5)
each compare with simulated criticality of 0.17 and 0,16, The slight

difference in each case can easily be atiributed to gampling error.

2Pearson Graham, "Profit Probability Analysis of Research and

Development Expenditures", The Journal of Industrisl Engineering, Vel.

XVI, No. 3, May June 1965, pp. 186-191,
FPritsker, Op. Cit., p. 5.

«nmﬂj&h'u .
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TABIE I

SIMULATED CRITICALITY INDEX ON ACTIVITIES IN
THE RESEARCH AND DEVELOPHMENT PROBLEM

Activity I J CRITICALITY
1 2 0.68
1 6 0.32
2 3 0.18
2 L 0.15
2z 5 0.2
2 7 0,10
3 1 0,18
4 12 0.15
5 12 0.24
6 9 0.16
7 17 0.10
8 10 c.09
8 11 0.07
9 17 0.16

10 17 6.09
il 16 0.07
12 13 0.57
.13 1% 0.40
13 15 0.17
1 16 0.40
15 17 0.17

Node sralysis was conducted on nodes 16 and 17 for probability of
realization and resultant distribution of realization times. A test of
proportions using the normal approximation is utilized to test the hy-
pothesis that the simulated probability of realization is equal to the
analytical probability, at the 5 per cent level of significance, for
each possible time of realizatiom.

The test statistic is, 2 = (X - Np)/ V" Npq, where Z is the
standardized variable, X is the simulated frequsncy of successes, p is

the analytic proportion of succssses, q is the proportion of failures,
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@=1-p, and N is the sample size. A two sided test is applied with a

critical region, -1.96< Z < 1.96. Results of the node analysis are as
depicted in Table II where the Z score is given for each pair of simulated

and analytical frequencies at the discrete time intervals,
TABIE II

RESULTS OF NODE ANALYSIS ON
RESEARCH AND DEVELOPMENT PROBLEM

Node Time of Simulation Analytical 2 Statistic

Realization  Frequency  Frequency
11.0 74.0 60.0 <90k
» 16.0 398.0 411.6 -.875
6.0 158.0 150.0 .710
10.0 104.0 112.0 -.805
o 11.0 91.0 90.0 A1
16.0 175.0 176.0 116

The test of proportions utilized indicates there is no reason to
reject the hypothesis that the simulated and analytic results are equal,
as all Z scores are well within the eritical regiom.

The second network considered for simulation is the Thief of
Bagdad abstracted from Parzen& and analyzed in GERTS. The problem

concerns a thief in a dungeon faced with the selection of three doors

hEmanuel Parzen, Stochastic Processes, (San Francisco: Holden-
Day, Inc., 1962), p. 50.

SPritsker, op. cit., p. 45,
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leading to; (1) freedom; (2) a long tunnel returning to the dungeon;
and (3) a short tunnel r-turning to the dungeon. Experience has no
effect on selection given he makes an incorrect choice and returns to
the dungeon. The network is depicted in Figure 20 with comstant activity

time assigmments, t, and probability of selectionm, p.

—z

GERT NETWORK FOR THE THIEF OF BAGDAD PROBLEM

t5°0 A@

This network was chosen because the feedback loops, one parrallel to
the other, would provide a challenge to the computer program.

The expected value of node 5, Ug) for the 1000 simulated trials
was 3.057 with variance equal to 17.684. The criticality index of .76
for activity 3-2 and .77 for activity 4.2 indicates aqual probability of
selection, The histogram of realization times for node 5 is shown in
Figure 21,

The expected time to realize node 5 can be deﬁermined by,6

B(tg) = b+ tyo+ Lpysl pyytoy + Pagtyy )

0+ 0+ ,4( .9+ .3) = 3.0

Ihid.
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A favorable comparison is noted between analytical and simmlated
values for expected tinme of realization, node 5, of 3.0 and 3.057.

PR e Lt L

A test of proportions is utilized to further check the accuracy

of the simulation results for probability of realizing mode 5 in less
than £ time units is

P = p(t;<2) = p(t=0) + p(t=1) = A + (K}(.3) = .52

As defined for the previous network, the test statistic is
Z=(X-¥p)/ VYEpq. Application of the test to the simulated results
of .513 and analytical results of .52 for p(t5< .2) at the 5 per cent
level of significance results in the conclusion of no difference ir. the
tw procedures for this tims interval.

The bowber-interceptor problem is chosen as the third example of
nstworks ccataining probabilis_tic type nodes. An interceptor may kill
or be lled on the first pass at the bember or it may miss and make
anoth:- pass at the bomber, again facing the chance of killing, be killed,
or‘nissing. Successive passes are allowed witn the chance of =mission abori
. after each p;,ss. The network is depicted in Figure 22 with probabilities,
Py of activity realization and constant times associated with =ach activ‘ity.
Note that a small feedback loop repre.sents the successive passes of the
interceptor.

The criticality index for each activity in the network is presen-
ted in Table ITI., Comparison with the probabilities as given in the
network indicate only slight differences attributed to sampling error.

The criticality index for activity 4.3 represents total number of real-
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Successive passes 2,528

/» -

Mission Abort

£ ;2 N\ .
t;2
ntercentor
. A\ killed
' Q \
FIGURE 22

GERT KETV'C"K FOR BO:BIR INTTRCIPTOR PROBLIYM
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4sations over the 1000 simlstion trials, and is ussd as a simulation
diagrostic a=d nwot a measure of criticalness,

TABIE III

SIMULATED CRITICALITY INDEX FOR
ACTIVITIES OF THE BOMBER INTERCZPTOR PROBLEM

Activity . CRITICALITY
1.00
0.21
0.48
0.1
0.00
0.08
0.08
0.05
0.04%

FWWWWNDNONE -
WS AW NN &

Bode Anslysis was conducted on nodes 5, 6, and 7, for l;robability
of realization and distribution of realization time. Results of the net-
work simulation as contrasted with those obtaineci through application of
.the analytic GERT computer program are.summarized in Table IV, A test of
proportions, based on the normal approximation and Z test statistic pre-
viously utilized, is ipplied to the probability of realizatiom obtainsd

for each node. The number of simulation trials was 1000.




7%

TABLE IV

RESULTS OF KODE ANALYSIS ON BOMBER INTERCEPTOR PRCILEM
FOR PROSABILITY AXD EXPECTED TIKE OF REALIZATION

Probability of Realization E.pected Time |
Bodes  Simmlated  Analytical  Simulated Analytical Z Score
5 563 .567 2,332 2,248 -0.19
.080 067 2,112 2,111 1.64

? 357 g6 2.272 2,384 -0.65

There is no reason to reject the hypothesis of equality of simu-
lated and analytical .probabilities of realization at the 5 per cent
confidence level. Althc;ugh the Z score for node 6 is high, it falls
within the acceptable confidence limits or Z =% 1.96-.

The histograms for time of realization of nodes 35, 6, and 7 are
given in Figure 23 . While a complete cell by cell comparison of expected
" versus observed histogram cell siz.e, utilizing the X2 statistic, would
i)rovide the strongest f.est of the, .accuracy of the simulation results,
it is felt that comparison on cae cell from each histogrim would provide
sufficient information. The test of proportions is applied to the tims *
of realiz’a{:ion t < 3 for each node and is shown in Table V.
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TABLE V

ANALYSIS OF TIME OF RSALIZATION (t<3)
BODES 4, 5, AND 7, OF THE BOMBER INTERCEPTORt PROBLEX

- Bode Simlated . Analytical Z Score
.5 460 .50 1.26
6 n .06 1.46
7

12 .30 .83

The test of the sample. time values for all three nodes indicates
no significance at the 5 per cent confidence lavel., However, the high
score for nodes 5 and 6 indicate more simmlations of the network are

mecessiry to estaiﬂish mors accurate results.
II. DETERMINISTIC NETWORKS

The metwork chosen to exhibit solution of deterministic GERT
vetworks, consisting of all AND nodes, also serves a dual purpose of
investigeting PERT networks and related theory. The network is depicted
in Figure 24 with activity duration times given as the PERT a, m, and b,
time estimates. Also included above each tims estimate in the network
diagram is the mean and variance calculated from the PERT approximation
formulas:

‘. = E(x) = (a+ ln+ b)/6

b 4

VAR(x)

M- %% .

This network was simulated using each of two probability distri-
butions, Beta and Normal, and in two configurations or forms. Form 1

contains ths network and activitiss as ziver by lModer ard Philiips and
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presented in Pigure 2. Form 2 is a modified form 1 network with the
time egstiutes for 3 activities lengthened to establish one dominant
critical path through the network. These activities are also noted on
the network diagram. The major part of this discussion will pertain to
tin metwork referred to as form 1, |

Although the approximation formula for activity mean und variance

-

were Jderived from the Beta distribution, PERT solutions ususlly consider

_activity duration to be normally distribiuted, as well as project duration.

Simulation of this metwork (form 1) was accomplished using both Normal and
Beta distribut;ons for 1000 trials,

. Bistograms of the reéu] tant distributions for the two simulation
runs are given in Figures 25 and 26. The Chi Square Goodnsss of Fit
Test was applied comparing the simulated resultant distribution with the
tabulated Normal Density Function. The results were so inconclusive,
that another simulation using the Beta distribution was accomplished for
9999 trial simulations., A histogram of the resultant distribution of

network duration for the 9999 simulation trials is given in Figu: 77.

7 .
Joseph J. Moder and Cecil R. Phillips, Projsct Management With
CPM and PERT (New York: Reinhold Publishing Company), p. 212.
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TABLE VI

RESYLTS OF THE SIMUVATION
OF THE PERT NETWORK

Network Form 1 Form 2

Distribution Beta Beta ~ Normal Beta Normal
Number of Trials 1000 9999 1000 _1000 1000

Mean 49.6036 | 49.6248 49,5002 58.6316  58.9318

Variance 9.8428 16.2629 7.9085 11.6842 5.8154
2

X" Value 92.3920  1435.6596  25.1858  114.8033  14.9355

While the expcocted values (form 1 neiwork) are all essentially

the same, the variances show a slight imcrease from Normal to Beta

“distributions for 1000 trials to the Beta 9999 trials., The XZ values

for bcth simulation runs of the form 1 network with the Beta disiribution
are highly significant indicating that normality of networks containing
Beta dstributed activities could not be assumed. However, the XZ value
for the simulation using normally distributed activity times indicates

acceptance of the resultant distributions as normal, since

2 2
X = 25.1858 < X 95,19 = 20587

The form 2 nstwork was simmlated to determine if a network with
ore doninant eritical path would improve upon the results of the pre-
ceding paragraph., Three activiti:s were lengthened. The results of the
1000 simulation trials utilizing the Bsta and Normal distributions are
also given in Table VI, While the X valus for ths Bsta distributed
form 2 nztwork increased to a valus mors highly significant than that of

the for~ 1 nstuwork, for 10C0 %rials, %o Nor-ally ii3%-1% v'al vtk

¥
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improved, as indicated by s decreased in the value of Xz.

The criticality index for all simulation rumns of the PERT neiwork
(forms 1 and 2) is given in Table VII, indicating the relative importance
of the activities within the network coniributing to network realization,
There are twe major critical paths with several activities in common
contributing to network realization for the form 1 metwork.

Camparison, of the information given by the criticality index ard
resultant distributions of network realizations, reveals that both forms
of the network containing Beta distributed activity times produce wulti.
modal nelwork distributions. The resultant distribution of the form 1
network, where there is more than one critical path with activities in
common, more closely approaches normality than the resultant distribution
of the form 2 network, where only one critical path is present.

Another factor of importance concerns use of the PERT assumptions
in determining network completion time defined as the sum of expected
activity durations on the critical path of the network. The critical
path is the path of max.mum sum of expected activity durations in the
network from origin to terminal nodes. Based on this assumption, the
expected time of the form 1 network is 47.65 and variance is 10.9.
Comparison, with the simulated results, indicates the PERT estimate is
optimistic, consistent with the statement made by Fulkerson that PERT
produces optimistic estimates, such that the estimate is greater than the
expected value.8

Houwever, the PERT assumption of normally distributed network real-

- -

D. R. Fulkarson, Zxrz2sted Cpiltiasl P2 . <7~ 7o TTTT Uaecianteg

8

The Rand Corporation, RM-3075-PX, (Santa ionica, warci, iyue) p. i.




TASLE VII

STWGRK AMALYSIS

CRITICALITY IKDZX FOR ALL
SIMULATIOX KUXS OF THE PeR?T

Criticality

Form 2 Retwork

- Beta

Fore 1 Betwork

Activity

Norzal

Hormal

Bota?

Beta

m%6mm&6m mmmwmmmmmwmm
0000000000001011110000

O.UO
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
1.00
0.00
1.00
1.00

wswmmmwmm9mmmmmmmmmmmmmmmmmmwmmwmwm
00000000000010111100000000000001011

w5%mm5%ww%sz%ﬁﬁﬁﬂnM6Momm%%mmmm%%w
0oo0000000000000000000000000000001

1.00

RTS8 RTBBLHBONERTENIS8YE58YN338388
0oooooooo00000000000000000000000011

m9%wm5mom%ﬁm@%@@ﬁ@%wwwﬁmm%%mmmm%wmw
ooo00000000000000000000000000000011
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et el et N ONT WV O~

.*This column represents data for the 9999 Simulation trials of

the Beta distributed nztwork.

a2 is for 1000 trials.

at
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jzation times utilizing tne approximation formula for mean and variance
does hcld for the network analyzed.

This chapler has presenied applicalions of the GERT Simulation
l&hel through simulation of various GERT nstworks. The PERT assumptions
were investigated *hrough analysis of GERT networks composed of all AND
nodes. The networks utilized to test probabilistic GERT applications
required approximately one mimute each for 1000 simulation trials on the
CDC 3400 computer. The PERT networks, utilizing the Beta probability
distribution required approximately 4 mimutes of computer time for 1000

similation trials.




CHAPTER V
ANALYSIS OF AND NODES

Th; results of a GERT network anzlysis are the probability of node
rezlization, and the distribution of the equivalent time parameter for
that node given it is realized. Extensive research has been conducted
on networks containing EXCLUSIVE-OR logic nodes, while conceptual and
computational problems exist in analysis of networks containing the AND
logic node.

Realization of the AND logic node occurs when all the activities
inwardly-directed to the AND node have been cqmpleted or realized, Con-
sideration of the probability of node realization is necessaé} since
GERT networks may be composéd of prob;Bilistic and deterministic type
logic nodes. Statements about the associated time param:ters and distri-
butions are then conditioned on the pr;bability of realiz{;g the node.
Should the network consist of all AND nodes, as in PERT, the probability
of node realization is one. The time at which a node is réalized is the
maximum of the durations of the inwardly directeé paths to that node.

The purpose of this chapter is to investigate general applicabil-

" ity of the merge bias corrgction.techﬁique proposed by Clarkl in analysis

of GERT networks containing AND nodes., A technique is required to com-
pensate for erronsous results stemming from analysis based om expeciad

values, as in PERT, and to reduce coaputational difficulties associated

1Charles B, Clark, "The Greatest of a Finite Set of Random Vari-
ables," Oo. Pes., Vel. 9, No, 2, 1961, pp. 145-162,
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with the maximization operation. Pre. ntation of this chapter is by

development of the theory and through application on two sample networks.
The merge bias correction procedure is concermed with providing
. the moments of the maximum of random variaoles where the random variabies
have a Joint probability distribution, Networks composed of activities
with independent distributed variables for time duration provide an appli-
cation for thi; procedure.

The basic assumption of this procedure is that the independent
activity random variables w, x, y, and z are normally distributed with
expected value u, and variance 6 ZH and & 2_,. Limear correlation may
exist between any two paths, such as x and y, and is denoted by r(x,y) or
P -~ The notation §(x) = 1/ ¥ 27 exp(-xZIZ), and 3(x) = .£ ‘¢(t)dt
are used for the normal distribution. Also, max(x,y) %s denoted by x:y

th

Iet v, be the i~ moment about zero of the randow variable max(x,y).

i
The following equations are derived by Clark and are utilized in solving

?or the marimum of random variables.

R =‘x2 + 5}'2-..26Jt 6ylox,y’ where 6'Jt 6y,
$1.
B - (u, - uy)/ a fmf
noomwHA) ) ah(B)
v, =@?+6% #pg)+ w?+6.2 ay
2 =y 1 é U 2- LAY+ () ap(p)

The lirear correlation coefficient is giveu approximately as

r(z,max(x,y)) = /oz,x:y

(csx/ox’Z 9(/3% S A W-pI)VIe .




4 . 88
' Another special form of the correlation coefficient is also use-

Y
r(x + X,Y‘!’ Y; = PX*'X,Y‘*'y

= o,x c’/y/ax,y X+x dY+y

The equations given above may be utilized in obtaining the maxi-
mum of any number of random variables by consideration of pairs of vari-
ables through successive application of the following procedure.

lhx(w,x,y,z)=Hax{w,maag(x,max(y,z) )}

At this point, pertzps a simple example would clarify the discus-
sion. Consider the metwork shown in Figure 28 , The probability of
realizing node 2 is (.3) (.4) (.2) (.8) (.5) = 0.0096 due to the combin-

ation of AND and EXCLUSIVE-OR nodes as construc'c,ed.2

FIGURE 28

SAMPLE NETWORK UTILIZING AND LOGIC NODES

The time of realization of node 2, TZ’ given it is realized is the

Techniana, “h2 PAID Corpeoratisn, DUl072 U030 (Saata Momies, Anril, 1985),

Appartiz 7L,

2 .
‘ A. Alan B, Pritsker, CERT: Grarhicsl Evsluation and Review
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maximum of the 3 paths leading from node 1 to node 2 as follows. The

~
notation ti represents the random variable, Time of duration for activity

i,
P > A A oA - L Ar
- )
T, nax(ta+tb, byt +t,t vt )
T Max (T +E, T +Max (T +1,5))
2 = at o te v Max Lt +1, 4

Traversing the network for :FZ’ assuming node 1 has a mean of zero

arnd variance of one:

“ La
Node A: T, =t s With pararieters Mean(A), and
Var(A).
- A - A
Node C: TC =Hax(TA+tc,td)
/0 atc,d =0 » 8ince atc and d are indepehdent
parallel paths,
Yste =u +u
a c
hy = Y
2 42, d 2
a =d 4t % e

™
1

(ud 'ua+c) / (dd2+J:c )

v =uy B(A) 4w, B(-8)+af(3)

v, (g2 + (2 v d 2
5.8+ (4, + u, ) a b (4).

Mean (C) = Vi

Var (C) = v, - vlz




r Mode 2: T, = Max (T +T’b’c+:e)
YLb = Msan(A) + v
™
L = Hean(C) + u,
¢2  =var() + S%
| o’cfe = Var(C) + dze

- /7
froore 92 S Pa,el av ore

/0 AC T /oa,d:ah:

= (d /Oa.d 2 (13 ) +&a+c Ioa,a+c !(-5)
,r . ' Od:ate '

The correlation coefficient, /0 = 0, since a and d are inde-

a,d

perdent activities in the network.

Ioa,e&c c{a da /"a,a /ola dai‘c
Sl St

(OA,C Iare 7a 6(-1/9) [ d:atc
[OMb,me =&y 0 T 6. 8- /9 D ne

Thus ¢ lculation of a new a, 16 » ¥y and vy, for mode 2, is

possible when is known. Mean(2) and Var(2) follow from these

4]
|~ &b ,Dre

calculations.
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The equivalent function We(s) for the network would be,

"5(5) = Pyo exp(Mean(2)s + % Var(z)sz)
where Py2 is the probability of realizing node 2, calculated at the
beginning of this chapter.

Aother wvrocedure wouid be to add pséﬁdo activities in the network
at compensating po nts to visually indicate bias corrections affecting
network calculations and allow conventional (PERT) network solution
using expected times.3 The pseudo activities would in a sense be non-
zero dummy activities emanating from the aff;cted node with mean and
variance being the difference between merge bias and conventional calcu-
lated mean and variance.

A second, more complex, network with numerical values is offered
to further illustrate calculations involved and simplifying shortcuts
waich may be used to decrease the computational workload. Since the
equations utilized are the same as the first sample network, only a brief
coverage will be given the actual calculations. The GERT Simulation °
Program was utilized as a check against hand calculgtion and offers fur-
ther insight into solution of the network., Comparison of results follows
hand calculations.

The network is as shown in Figure 29; where the activities are

a, b, ¢, ,k3 node numbers are 1, 2, 3, ’6; and mean and variance
are denoted as (u,(fz) respectively. The probability of node realization

is one, so all activities must be realized fcr network completionm,

3Joseph J. Moder and Cecil R. Phillips, Project tiarazement with
oM \r . s 2 KL N 7
CRI anl PZ3T (llew York: Reintold Publishing Co., 1670), ©. 237.
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Node 1: Mean(1) 0 , Var(l) 0

]
1]

n
L]

Node 2: Mean(2) L | var(2) 1, since activity < is an

independent activity.

P -~ P P o

fode 3: T3 = Max(ta*tc, td)
u. =9 ,u =1 .&.2=1
ate ' "d T *~d

p = 0 ,hsince a+ ¢ and d are independent parallel
atc,d

paths with no common element.

a2 =2+1=3,F=-3.l&6
w o= 5.997 , v, = 50,9992
Mean(3) = 7

Var(3) = 2

At this point a simplifying aspect is noted, in that Me;n(B) and
Var(3) are at most 1/10 per cent off the conventional calculations using
expected values. A rule given by Moder and Phillips applies in this case:u
Ir ths difference between the expected complete times of the two
merging activities being considered is greater than twice the larger

of their respective standard deviations, then the bias courrection
will be small, less than a few per cent, and can be ignored.

~ ~ - -~
Node l: T, = Max (Tg+ £, T+ &)
_ g2 2
Upp T 6auy,=10,90 =2 , 95 =3
Darp,pre = +H
2t = 3,4 23
L

Toid., o, 239.
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Mean (4) =

9.9 , v, = 102,92

Var(l)

9.99, = 2-92

Here the rule also holds, but to a lesser effect, with the bias

correction at .01 and .08 for the mean and variance respectively.

~
T

Node 5: 5

Yar T
f 2 f lng =

2
a =

Al
&
i}
=
L
n
L
H

=
£
=

I}

-]
]

<
1t

1

Mean(6)

i

-~ e

o~ -ty
Max ( Ty + tg, T, + te )

2

2
9, ul&g: 11,d 21'1':2’ d LH_g:3-92

439

2.93, f = 117

1.1 , = 126.8

V2

1.1, Ve (5) = 4.78

”~ A A P
Max { Ty + to T5 b )
13.99, vgy =131, Tp, = 3:93
5'5+k = 5,78
.286
7.0 ’ﬂ: 0336
14,68, v, = 218.79
14,68, Var(6) = 3.29

The sample neiwcrk was also simulated using the GERT Simulation

Progran.

& as indicated in Figur2 29 on pazz 92,

A1l activities wesre normally distributed with mean aud variance

The nunbsr of simulation trials
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was 1000. A favorable comparicon of the hand calculations and simulation

results is given as follows for nodes 4 and 6.

Node & 6
. Mean 10.0487 14,3505
Simulation Variance 3.0128 3.6519
Mean 9.99 14.68

Hand calculation
Variance 2.92 3.29

The criticality index indicates ome path is predominant, approx-
imately 64 per cent of the trials, through the network from nodes 1, 2,
3, 4, to node 6. A minor critical path from nodes 1, 2, 3, 4, 5, to node
6, occurs approximately 31 per cent of the time. A histogram of node
realization times for nodes 4 and 6 is given in Figure 30.

The assumption of normality for non-nermal activities introduces
error into the calculation and is discussed at length in the referenced
article by Clark.5 Approximation of the first two moments vy ard v, of
Max(x,y), a non-normal distribution, with the first two moments of a nor-
mal distribution does not produce too great an error when the expected
values and variances ar2 the same, for both distributions.

An example is given where the greatest of 500 standard normal var-
iables, which is not normally distributed, is appreximated by a normal
variable with negligivle error, Approximations of exponentially and

uniformally distributed random variables by normally distributed vari-

ables are also exhibited resulting in a larger, but tolerable error.

5C1ark, on. eity, », 157,
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The procedure of merge bias correction does provide a means for
overcoming errors inherent in conventional network calculations based
on expected values as in PERT, The calculations are tedious for hard
calculation, but adaptable to computer solution,

The procedure is applicable to GERT network analysis, where the
sub-networks contaiﬁing Aﬂb nodes may be reduced to equivalent functions,
Should the complexity of the network between AND nodes prevent network
reduction, addition of the pseudo activities to the network would facil-
itate solution by the maximization operation using expected values.
However, general applicability of merge bias correction cannot be claimed

L]

for GERT networks, as this procedure is mainly problem oriented.




CHAPTER VI
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS
I. SUMMARY

The purpose of this research was to: (1) develop a general purpose
GERT Simulator allcwing analysis of GERT networks through the technique
of Simulation, (2) investigate resultant distributions of GERT netwecrks
containing all AND logic nodes to determine validity of the PERT rormal-
ity assumptions, and (3) investigate analysis of AND logic nodes through
analytical arnd simulation methods for distri?ution of the equivalent time
parameter,

The goal to develop a generalized technique for analysis of complex
systems portrayed by stochastic networks has not been fullyrealized. The
general purpcse GERT Simulation Program was needed to assist the research
endeavor and reduce the computational complexity in soluticn of large
networks.

The Simulation Model, was designed to facilitate solution of GERT
networks, allowing as much freedem as possible in depicting networks for
snalysis. The program is user-oriented, as input data is held to a min-
imum, requiring only one input card for each activity in the network.

Five probability deusity functions are available for use in describing

the distribution of activity duratins, Program output includes a criti-
cality in&ex on each activity as the relative frequency an activity
appears on the critical path, The mean ard variance of network completion
1s also provided as output, along with analysis of specified nodes, con-

sisting of mean, variance, probability of realization and histograms of

node realization times, A Chi-Squars Gosdnzss of Fi* Tz-* ma- by arnliad

“




to the distribution of node realization times and printed as output.
Various GERT networks were simulated to provide examples of the use of
the Simulation Model ard verify results, a

An investigation into the PERT normality assumptions was conducted
through use of the Simulation Model. The Beta and Normal probability
distributions were utilized in simulating a sample nziwork. Resultant
distributions of network realization times were analyzed to determine if
normality could be assumed.

Analysis of AND logic nodes was conducted using simulation and
analytical techniques. The merge bias cnrrection procedure was applied
to sample networks to‘&etermine if the procedure was applicable to solu-

tion of GERT networks containing AND nodes.
II. CONCLUSION

The GERT Simulation Model did satisfy all requirements set forth
in Chapter I. Simulation of sample GERT networks provided logical ard
conclusive results as established by appropriate statistical tests,

The normality assumptions utilizing approximation formulas for
mean and variance of activity duration in solution of PERT networks was
verified by anclysis of resuitant network distributions., Striet appli-
cation of the Beta probability distribui.ion for activily duration times
did not produce normally distributed network realization times for either
of the network configurations considered.

The merge bias correction procedure utilized to produce better
approximztions of nutwork realization times than convantional methods

was deterrinad to b2 compututionalTy dIfTIcrls Tor Targe n2teoris,
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although providing accurate estimates of distribution parameters.
However, the normality assurption of activity distribution ccu:ld intro-

duce significant errors in estimation. This procedure is therefore

.problauporiented and not applicable to gemeral sclution of GERT networks.

I1I. RECOMMENDATIONS

The use of the Simulation Model wili facilitate further research
into GERT networks. Hewever, further applications, other than those
presented in this paper, are necessary to assure satisfactory results
in the general case, and are therefore recommended. ‘

The application of the merge bias technique to general GERT net-
work solution for nztworks cortaining AND logic nodes is computationally
difficult. Further investigation into this procedure and the underlying
normality assumptions is recommended. A computer program to solve PERT
networks wich this procedure would provide resultant statistics for cor-

parison with simulated and analytical results,




101

BIBLIOGRAPHY

Bowker, Albert H., and Gerald J. Lieberman. Engineerinz Statistics.
Englewood Cliffs: Prentice Hall, Inc., 1964,

Charnes, A., V. W. Cooper, and G. L. Thompson. "Critical Path Analysis
via Chance Constrained and Stochastic Programming,” Op. Res., Vol. 12,
No. 3, 1964, pp. 460-470.

Clark, C. E. "The Greatest of a Finite Set of Random Variables," Op.
Res., Vol. 9, No. 2, 1961, pp. 145-162,

*The PERT Mcdel for the Distribution of an Activity Time,* Op.
Res., Vol. 10, No. 9 1962, p. 405.

Deutsch, Don and Phillip Wolfe, "A Revision to Gasp, A Simulation
Programming Language," unpublished term paper, IE 477g, Arizona
State University, May, 1965.

Fulkerson, D. R, Expected Critical Path lencths in PERT Networks, The
Rand Corporation, RM-3075-PR. Santa Monica: March, 1962, p.l.

]

Harter, K. leon., New Tables of the Incomplete Garra Function Ratio

and of Percentags Poinis of the Chi Squars and Beta Distribution.
Aerospace Research Laborziories, Office of Aerospace Ressarch,
United States Air Force., Washington: Government Printing Office,
1964, Table 3.

Kahn, Herman. Aorlications of Monte Carlo. The Rand Corporation,
AECU-3259, ..nta Monica: April, 1954, p. 1C.

Kunz, Kaiser 5,, Numerical Analvsis. New York: McGraw-Hill Book Com-
pany, Inc., 1957, p. 18.

HacCrimﬁon, K. R,, and C. A, Ryavec, An Analvtical Studv of the PERT
Assumptions. The Rand Corporation, RM- . Santa Monica:
December, 1062,

McDonald, William W. "Network Analysis by Simulation.,® It istrial
Engineering Ressarch Bullein, No. 2 Arizona State University,
February, 1966, :

McMillan, Claude, and Richard F. Gonzalez, Svstems Analvsis. Homewood,
Illinois: Richard D. Irwin Ine., p. 157.

Moder, Joseph J, and C2cil R. Phillips, Profsct Managsmant with CPM and
PERT. New York: Reinhold Publishing Co., 19ck, p. 237.




102

Pritsker, A. Alan P., GERT: Graphical Evaluation and Review Technique.
The Rand Corporztion, RM-4973-NASA. Saata Monica: April, 1966.

Special Projects Office, Bureau of Naval Weapons, Department of the
Navy., PERT Summary Report, Phase 1, Washington: Goverrment
Printing Office, July, 1958. :

Spliegel, Murray R, Statistics. New York: Schaun Publishing Co., 1961.
p. 201, )

Van Slyke, R, M. "Monte Tarlo Methods and the PERT creblem,” Op. Res.,
Vol. 11, No. 5, 1963, pp. 839-860.




z
%i‘

BIOGRAPHICAL SKETCH

William Walton MeDc1ld was born in Pueblo, Cclorado, on May 22, 1937.
He received his elementary -1 secordary education in the Bayless School
District, St. Louis, Missou. . In 1955, he entered Washington University,
St. Louis, Missouri, graduvating in 1959 with a Bachelor of Science in
Electrical Engineering, He entered the United States Air Force in 1959,
receiving a commission of Second Lieutenant, He has served at United
States Air Force Installations in Biloxi, Mississippi; Wichita, Kansas;
and Tokyo, Japan., Since June 19§, he has atteuced Arizona State University
under the sponsorship of the Air Force Institute of Technology. He is a
member of Alpha Pi Mu, Industrial Engineering Honor Society, and the In-
stitute of Electrical and Electrenics Engineers; also, a student member of
the American Institute of Industrial Enginsers. He is a Captain in the
Air Force, married, and has three children,




